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1. INTPODUCTIOJ 

Power and cross-spectral analysis has become an increasingly popular 

tool over recent years. In particular, it has found many applications in 
the fields of turbulence and structural vibration. This report serves to 
document the current capabilities of a system which has been developed in 
response to these problems. It includes a description of the physical and 
performance characteristics of the hardware involved in operating on-line 
to remote (about 350 metres) experiments. Furthermore, it describes and 
compares in detail two alternative methods of obtaining spectral estimates 
which have been developed on the computer used in the system. The first 
uses the traditional correlation approach whilst the second applies fast 
Fourier transform (FFT) techniques directly to the data. 

There are many means available for spectral data analysis. Some of 
the choices open to the experimentalist are shown in figure 1.1. Inevitably, 
the more sophisticated systems tend to be of higher cost but require less 

time to produce more accurate results. For instance, the introduction of an 

analogue tape recorder reduces the bandwidth requirements (and hence the 

cost of the following analysis system) due to its ability to change the 
the frequency rsnge of the data. However, this slows the turn-around time 
of the system and increases the noise level. The most flexible method of 

handling the data is to digitise it and manipulate it in a computer. However, 

again, the interface between the analogue to digital converter (ADC) and 
the computer can vary. One can choose either to use an intermediate storage 
device, or the ADC can interface directly with the computer memory. The 

former method is most suitable for a large computer operating on a batch 
processing basis, whereas the latter method currently requires operator 
access to the computer. This generally implies a small capacity devxe. The 
special purpose black boxes, which are currently commercially available, 

serve to reduce the large data records to relatively small time-lagged 
correlation records. These can then be transformed, either by another 
special purpose device or by a straightforward computer operation. It 
is important that such correlation points are sufficiently accurate* to 

*Accuracy here implies two different aspects. Firstly, the number of 
decades range of power will be inherently limited by the quantization 
noise (see reference 1) arising from the resolution of the digitisation. 
Secondly, the power estimates are sensitive to any noise superimposed on 
the correlation estimates. Devices with analogue stores for the correlation 
estimates are particularly prone to this problem. 
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provide acceptable spectral estimates. The evolution of spectral analysis 
systems seems to be towards a special purpose dlgital analyser m which 

the samplug and computation are accomplished under conditions optimlzed 
for these speclallzed computations. Such systems m-e just now becommg 

commercially available. 
The system discussed in this report w&s deslgned to explOit an 

avaIlable small computer (namely a Honeywell DDP 516) equipped with a 
multi-channel ADC. The system 1s Intended to provide spectral analysis of 

experimental data orlgmatmg in laboratorles some distance from the 

computer faclllty. This requxes the use of data lmks over a distance of 

approximately 350 metres. In thx case the links are cables carrying the 

data in analogue form. A brief descrlptlon of this part of the system - 

essentially that of the hardware other than the computer - 1s given 
in section 3, together with some performance characteristxs. 

The software approach to the data malysls Includes two diverse 
approaches to spectral computation. The first computes lagged product 
correlations m real time - i.e. all the arithmetic 1s accomplished between 
SUCCeSSlVe samples. The second method samples blocks of data and uses 
FFT techniques to develop spectral estmates durmg pauses between 

successive block samplmg. Spectral estmates are derived dxectly without 
producing intermediate correlation f'unctlons. Both of these methods are 
described and compared m section 2. 

Necessarily, the absolute performance characterlstlcs of the computations 
are peculiar to the machme used, so for the record, the pertinent characteristics 
of the computer employed in this work are given in section 3. 

2. SOFTWARE 

2.1 Real time correlation technique 
Consider two channels of data, X(t) and Y(t), each of duration 

O<t<T. If the conditions of the experment are steady, we cm regard 

z(t) and x(t) 8,s realisations, or sample functions, of two stationary 

random processes X(t) and Y(t), respectively. We can write 

,X(t) = m, + E(t) 
. . . (2.1) 

x(t) = my + x(t) 

where m, = E{X(t)} and my = E{Y(t)}*. The processes E(t) and x(t) 
-----_---_-___-_-_-___------_----_------------------------------------ 

'Et.1 denotes the "expectation", or "ensemble averaging operator". 



-3- 

have zero mean and their cross-correlation fun&Ion 1s defined as 

Rx,+) = EIg(t)x(t+T)l . . . (2.2) 

The physxally reallsab1.e one-sided cross-spectral density of z(t) and 

x(t), Gxy(f), and Rxy(r) are a Fourier transform pair. Following 
reference 1, we have 

GJf) = C,,(f)-lQxy(f) = 2 
I 

RJde 
-i2nfrdT . . . (2.3) 

cxyw and Q,(f) are, respectively, the real and imaginary parts of the 
cross-spectrum, otherwise known as the co- and quad-spectra. We note that 
the above reduces to the relation between power spectra and auto-correlation 
functions when Rxy(~) = RXX(~),(RXX(~) must be an even function). 

In practice we have to deal with finite records sampled at equ-spaced 

intervals. Consider the set of 2N data values, x(j), y(j), j = 0, 1, . . . . . N - 1. 
We can obtain a sample of the unbiased correlation estimator 

1 N-r 
;?y(r) = - 1 5(n) @+r) 

N-r n=l 

= A- f &P-r) $l) 
N-r n=r+l 

(r=0,1 ,....m) 

. . . (2.4) 

without difficulty, and we note that negative time delays are most 
conveniently handled by using the fact that Rxr(-r) = Ry,(r). A discrete 
form of equation (2.3) can then be applied to Rx,(r) to yield an estimator 

for Gx,(f). The appropriate formula is 

+ i(m)cos(nk) 1 _i ix,,(k) = 2 
rA m-l ^ ( nrk 

L A(O)+2 1 A(r)cos - 
Fl I m 

i,(k) = 2 + i(m) 
3 I . . . (2.5) 

(k=O,l,.......,n) 

where 
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i(r) = ; $J=)+Ryx(=)] 

E{;xY(k)l = 
1 

Gxy(f){a(fk-f)+a(fk+f)ldf . . . (2.7) 

The "filter operator", or "spectral wlndow", a(f), has a (sin x/x) form, 
as shown in flgu-e 2.l(a .) and has the property that 

a(f)df = 1 . . . (2.8) 

B(r) = 1 [~xyjP)--Ryr(=)] 

Here ixY(k) 1s an estunator of the cross-spectrum at frequency 

fi, = " (Hz) . . . (2.6) 
2m 

Note in the above and in the following argument it has been 
convenient to take the value of AT as unity. Thx simply affects the 
frequency scaling - i.e. It defines the Nyquist or folding frequency, 
f" = 0.5. Multipllcatlon of the frequencies of ~/AT and the spectral 
values by AT will restore them to their scaled values. 

It 1s fslrly easy to show that (e.g. see reference 2) 

To reduce undesirable "leakage", it is beneflclal to smooth the Gxy(k) 
estimates, using the well-known Harming technique. "Hanned" estimators 

are found from 

iJo) = 0.5Gxy(o~+0.5~xy(l) 

ixY(k) = 0.25G~y(k-1)+0.5~~y(k)+0.25G~y(k+l) . . . (2.9) 
(k=1,2 ,.....,m-1) 

gxY(m) = 0.5~~y(m-l)+0.5Ey(m) 
1 

This operation has the effect of modlfylng the spectral wlndow, to the shape 

shown in figure 2.1(b). It will be noted that the side lobes are greatly 

reduced and In fact fall off like 
-3 

f rather than as -1 , f . 
A convenient measure of the variabll1t.y of the Gxy(k) estimator is 

given by its number of degrees of freedom (NDF). It can be shown that, 
(see reference l), approximately 
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2N 
NDF = - . . . (2.10) 

m 

when m is small compared with N. A large value of N Implies small 
statistical uncertainty. It would seem advisable, therefore, to have 

m << N 

However, the statlstrcal bandwidth of the spectral window, B (see 
reference 11, shown in figure 2.1(b) is approximately 

1.3 
B = - . . . (2.11) 

m 

and it can be shown that (see reference 1) the bias error, defined as 

bias{iXy(k)} = GXy(k)-EI~xy(k)l . . . (2.12) 

is approximately 

B' rd' 
- 
24 df' 1 

- Gxy (f) 1 . . . (2.13) 
Jf=fk 

Thus high frequency resolution and small bias error can only be achieved 
if m is large. Clearly, the choice of a sutable value of m is a 
matter of compromlse. 

The basis or the real time correlation approach is that for any sample 

of one process, x(n) say, the products contributing to (2.4) require 
only samples of the other process, y(t), from y(n) to y(n-m). Hence, 
if all the relevant arithmetic can be done between successive samples, 
then only the most recent m + 1 samples of each data channel need be 
stored at any one time. This siore IS updated every time a new sample is 
taken. 

The program now In use (CORD) was designed to operate In 3 modes. The 
first mode (CORDI) provides auto-correlations of one channel (RXX(r), r = 0, . . . . . m) 

Mode 2 (CORD2) provvdes both sides of the cross-correlation of two channels 

(Rxy(r), Ryx(r), r = 0, . . . . , d. Mode 3 (CORD3) provides both auto- 
correlations and complete cross-correlation of two channels (Rx,(r), 

Ryy(r), Rx,(r), R,lx (r), r = 0, . . . . d. For each mode the real time sampling 

rate (rS) has a maximum (rm) determined by the computation time required 
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between samples. For example, in its simplest form, mode 1 would be 

required to perform the following operations between each sample. Firstly 

the array of m + 1 samples 1s updated by discarding the oldest sample 
and replacing It by the most recent, say x(n). (If the array is thought of 

as circular, this merely rotates the present right around the array once 
every m + 1 samples). Then m + 1 products of the form x(n - r)x(n) 

are formed and each is added to the appropriate running store. Lastly, 
x(n) is added to a running store, Ex(n), which is used for mean removal. 
(The data variance is obtained from the value of R(O)). Modes 2 and 3 
require more Inter-sample computation and hence have a lower r . In 
practice, because of these restrictions on rm, mode 1 was actk.lly 
written to form a one-sided cross-correlation between two channels. If the 
two channels are identical this reduces to the auto-correlation, but It 

also provides the optlon of a fast cross-correlation mode whereby the two 
sides of the cross-correlation fun&Ion are carried out sequentially 
rather than simultaneously, as in modes 2 and 3. This modification causes 
a slight increase in computation time for mode 1 due to the additionally 
required running sums, Ey(n), k*(n) and Zy*(n). An lllustratlve 
FORTRAN version of mode 1 (CORF) 1s shown in Appendix 1. 

At the completion of sampling, the running sums are translated into 
final estimates corrected for mean by the identlties 

' ixy(T) = - 
N 

.i, x(n-rb(n) 
I 

-fiti x y 

1 
82 = - 

x 
N-l I 

f x*(n) - Nfix2 
n=1 1 

t 
; :(n, - Nay2 

*=l 
1 

The divisor in the equation for RxY(r) is N rather than N-r because 
the program cycles through the first m + 1 samples to fill the arrays 
before starting the intersample computation of the running sums. 
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To provide the fastest possible sampling rates for a given m, the 
fmal program for the mtersample calculatmns was wrltten in DAP-16* by 
Richard Young. t To further Improve the speed, mteger arithmetic was 
employed on data, truncated to 8 bits - i.e., restrxted m range to +2'. 
Multlpllcatmns were performed and the runnmg sums were stored in double 
precision integer words, which for the Honeywell means allowable Integers 

30 up to *2 . Hence, if all products are of maxmum size, the allowable 
16 

number of such products is 2 = 65,536. This requirement (for no overflow) 
limits the maxrmum'number of samples per record that can be taken. 
However, for all practical purposes, allowmg a conservative crest value 
of two for the data, the maximum running sum (the mean square) would not 
overflow for less than 260,000 samples. This does not usually apply a 
restriction to an analysis. 

The performance curves for the three modes of CORD, as written UI 
DAP, are shown in figure 2.2 as functions of the number of lags. For 

comparison, a curve 1s also shown for the FORTRAN floating pout version (CORF 
of Appendix 1. It can be seen that the DAP programs reduce the cycle time 
by a factor of 17 for 2 lags and 20 for 200 lags. An exactly parallel 
FORTRAN version to the DAP program cannot be developed because of the lack 
of a FORTRAN double precision integer command. However, various other 
FORTRAN approaches have been made to try and Improve the version of Appendix 1 

but with little success. For Instance, a FORTRAN program has been written 
which reduces the data to 8 bits by dlvldlng by 256, and then utilises all 
integer multlplicatlons. The running sums are stored as floating point 

words. The speed of this program is amplitude dependent but is up to twice 

as fast as that of Appendix 1 for low smplltude Inputs. The only significant 

improvement that appears feasible could be achieved by setting the ADC to 
take only 8 bits (which 1s already possible), and then interfacing It to hand 

over these 8 bits 1x1 the least slgniflcant part of the computer's Integer 
word, rather than in the most signlfxant part, which 1s the present 

practice. This would avoid the necessity of the inltlal integer dlvlsion 

by 256. 

___________-___-____----____________----_____-------_---------- --------- 

*DAP 16 1s the assembly language used on the Honeywell DDP 516. 

t . Richard Young did this work while at NPL. HIS present address 1s Micro 
Consultants, Newbury. 
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Obviously, the lagged product method can be extended to any sampling 

rate simply by completing the sampling before undertaking the computation 
of lagged products. Since the number of computations required is 

similar, regardless of the approach, and since the ADC sampling time IS 

a small part of the program's cycle time, an approximation to the total 

time required in the block sampling method can be derived from the boundaries 
of the real time method shown in figure 2.2. These boundaries occur when 

all the intersample time is required for the m computations. Thus, the 
order of calculation time required for the block method is simply Ii T(m) 

where T(m) is the cycle time established from figure 2.2 as the 
reciprocal of rm. Of course, the total program time will require in 

addition the sampling time for N samples. This would have to be less 

than N T(m) for this approach to be required. 
Since we were primarily interested in the limitations of this method 

in terms of maximum allowable sampling rate (i.e., the results of 
figure 2.2), no attempt was made to optimise the transform by using FFT 
techniques. Instead, an existing FORTRAN subroutine (reference 3) was 
employed, which accepts two one-sided correlation arrays (either RXX(r) 

and Rr,,(r) or RXY(r) and RyX(r)) and outputs the relevant Hanned 
spectral estimates. It IS hence very inefficient for mode 1 operation. 
For illustration, the transformation time for one or two auto-correlations 
on the DDP-516 IS given approximately by O.O045m* seconds. The results 

of section 2.2 suggest that an FFT approach would reduce this to less than 
5 seconds for anythlng up to 250 lags.* Thus, m the comparison of the 

two approaches in section 2.3, the transform time is assumed negligible. 
2.2 Direct FFI technique 

As in the previous se&Ion, consider two processes, z(t) and x(t). 
These can be represented in the form 

e(t) = 1, emi2sftdc (f) 

x(t) = I - .i2nfi av (f) . . . (2.14) 

-m 

where k(f) and &y(f) are complex random processes non-differentiable 

*For this purpose the array of correlation estimates to be transformed 
must contain 2Q elements, where Q is a positive integer. If this is 
not so, the array must be "padded" with zeros. 
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with respect to f (e.g. see reference 4). The correlation function 

Rxy(r) then becomes, from equstlon (2.2), 

Rxy(~) q E 

-m -m 

end since, for stationary processes (see reference 4) 

when the corresponding intervals df 1' df* are non-overlapping. the above 

equatlon reduces to 

Rxyh) = . . . (2.15) 

On comparlng this result with equation (2.3) we see that 

Gxy (f) = Czy (f)-lQxy (f) 

This simple result suggests a direct approach to spectral estimation. 
Instead of esturatlng the correlation function, and then unplementlng the 

Fourier transform of equation (2.6), we can obtain estimates of Gxy(f) 
from the Fouler transforms of the data records. This approach 1s the 

basis of the classic "periodogram" technique, developed at the turn of 
the century for detecting perlodlcltles In random data. Until recently the 
digltal unplementatlon of this direct method was severely restricted by 
the very large computation time required to obtain complete Fouler transforms 
of long records. However, due to the rediscovery In 1965 of a very 
fast and efficient algorithm for lmplementlng Fourier transforms, known 8s 
the Fast Fourier Transform (FFT), the direct approach can now be, in 
many sltuatlons, conslderably faster than the conventional correlation 
method, descrlbecl in the previous section. 

In practice we have, as before, to deal with flnlte records sampled 

et equ-spaced utervals, X(J); Y(J). J = 0,l ,....,N-1. The appropriate 

dlscreteform of equation (2.14) IS then 
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$J) = 

(J=O,l ) . . . . . , N-l ) 

and the inverse transform is 

1 N-l -12nJn 

&Cd = ; ,io $Jje N 

(n=o, 1 , . . . . . , N-l ) 

. . . (2.17) 

. . . (2.18) 

(smilar formulae apply for x(J)). By an argument smular to that leading 
to equation (2.16), (see reference 5) an estmator of Gxy(f) at frequency 

fk = " (k=O 1 , ,*a*, N-l) . . . (2.19) 
N 

is 

ii,(k) = NE& (k).$k) . . . (2.20) 

In fact, since 

@I) = e*(N-d . . . (2.21) 

and hence 

ixy (k) = ixY(N-k) . . . (2.22) 

we need only calculate Gxy(k) from k=O to k=N/2. 
It is important to consider the bms and varlabllity of the estimator 

iY(k) given by equation (2.20). As before, equation (2.7) applies, where 

here (see reference 5) 

sm2 (d-N) 
a(f) = N 

(*m* 
. . . (2.23) 

where N is large. This spectral window, therefore, has a ( *)' shape, 
as shown in Figure 2.3. From this we fmd that the statistical band-width 
1s 

B = "5 (Hz) . . . (2.24) 
N 
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and the number of degrees of freedom is, in this case given by 

NDF = 2 . . . (2.25) 

The varlabillty of the classic periodogram estimator IS thus very hlghand 
1s independent of N. An increase of N produces more perlodogram 
estimators, but does not increase the accuracy of each estimate. 

It is a simple matter to smooth the perlodogrsm, by averagirgover 

prescribed frequency intervals. Thus, if we take estimators from k = p 

to k = p + q we can form a smoothed estimator 

*z 9 1 p+q-1 
G XY i 1 p+- =- 1 ^c"k) 

2 q k=p 
. . . (2.26) 

This new estimator has a band-w&h of approximately 

B = p (Hz) . . . (2.27) 
N 

when q is large (the exact shape of the spectral window resulting 

from this smoothing operation 1s discussed in sectlon 2.3), and, for all 

9. we have 

NDF = 2q . . . (2.28) 

Thus, we can improve the accuracy of the spectral estuuates obtalned by 

the direct method if we make both q and N fairly large. 
Using the E'FI algorithm we can perform the transform given by 

equation (2.18) vhen N,IS some power of 2. In this method the origlnal 

x(j) array IS replaced by the ax(n) array wlthout the use of extra 

storage space in the computer for intermediate calculations. Thus, to 

transform N data points we need only the core space required to store 

these points. However, when using a small computer, this does imply a 
practical restrictlon on N. It is possible to execute the transform for 

large N on a machine with a small core store by using an ancillary 

memory, such as a disc, and transferring intermediate stages in the 

calculation from the core to the disc and back again. An easier and faster 

solution is to perform the transform on fairly small blocks of data. 

Suppose 
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N = nBL . . . (2.29) 

where L = 2 
M 

. . . (2.30) 

and M is an integer. By performmg an FFT operatmn on each block 
(containmg L numbers) we generate nB estimators 

$(k) = N%x (k)$k) 

(k=O,l,....,L/2) 

for each value of k. If these are smply averaged, we have new 

estimators 

"B 

?Jk) = 1 $io 
J=l 

(k=O,l ,....,L/2) . . . (2.32) 

For these estmators we have 

. . . (2.31) 

1.5 
B = - (Hz) . . . (2.33) 

L 

and 
NDF = 2nB . . . (2.34) 

In pm&we, it 1s usually best to combme block averagmg with 

averaging over frequency to obtam estimators 

We then have (for large q) 

B = Q (Hz) 
L 

. . . (2.35) 

. . . (2.36) 

end 

NDF = 2 q"B . . . (2.3-f) 
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Smce the FFT algorithm for computing (2.18) requires N log*N operations, 

where "operation" means a complex multlpllcation and addition, the total 
number of operations required for transforming N numbers, III blocks of 
Size L, 1s clearly 

N 
- . L log, L = M.N . . . (2.38) 
L 

Thus, if nE is the number of flnal estimates required It would seem 
advisable to choose the smallest value of L for which 

L>2rl 
E 

~.e., to use the smallest block size possible. However, due to the 
Introduction of repetltlve operations which are necessary to implement 

the block averaging method, and which absorb a certain amount of computer 

time 1x1 addltlon to that used by the FFT algorithm, it turns out in 
practice that the optimum value of L 1s not necessarily Its smallest 
possible value, for a given %. For this reason izy(k) estimators are 
generally more efflclent than izy(k) estimators. 

As III the case of the lagged-producted method, described in the 
previous section, it is desirable to reduce the "leakage" effect due to 
the side lobes of the spectral window (see section 2.3). A very simple 
method is to "Harm" the raw Fourier coeffxlents; this produces new, 

smoothed coefficients (see reference 6). 

a:(n) = -0.25ax(n-1)+0.5ax(n)-0.25ax(n+l) . . . (2.39) 

and similarly for a:(n). One can then produce iIy(k) estimators, as 

before. Exactly the same result can be achxved by applying the data 
wlndow 

w(j) = 6 ( 1 - cos :] 

(j=O,l,..., L-l) 

to each data block; i.e., formlng the new data values 

XH(J) = w(j)x(j) 

. . . (2.40) 

. . . (2.41) 
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and Similarly for y(J). In either case, the final spectral estimates 
must be corrected by multiplying by the factor 8/3. The precise effect 

of this smoothing operation on the shape of the spectral window will be 
discussed in section 2.3. We note here, however, that this operation has 
the effect of reducing the statistical accuracy of the final spectral 
estimates. 

When discussing the implementation of FFI it 1s convenient to 
consider the complex array 

t(j) = z(J)+ix(,i) 

(J=o,l,...., N-1) 

and the complex Fourier transform 

. . . (2.42) 

1 N-l a 

I;(n) = ; ,zo t(J)e- N 

(n=0,1 ,...., N-l) . . . (2.43) 

From g(n) we can deduce $x(n) and ,&&L(n), using the relationships 

&h) = 
$n)+g*(N-n) 

2 
. . . (2.44) 

$h) = 
++~*(N-n) 

2 

It is clear that the discrete, complex Fourier transform (DCFT) given by 
equation (2.43) is a kind of nucleus around which we can organise our 

calculations. A FORTRAN subroutine for computing a DCFT, using the FFT 
algorithm, is shown in Appendix 2'. This routine, called FAST4, uses 
floating point arithmetic throughout and calls another FORTRAN subroutine, 
REV (see Appendix 2), which is used to "unscramble" the order of the 

Fourier coefficients (see reference 6). 

*This subroutine, and other F'FT routines mentioned in this section, are 
due to R.W. Herring (see reference 7). 
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When performing spectral calculations on a single channel ofsdata, 

x(j), J = O,l,..., N-l, it is of course possible to use the DCFT program, 
FAST4, by setting Y(J), j = O,l,...,N-1, to zero. However, this is waste- 

ful in time and storage space. A much better approach is to employ 
intermediate steps in a DCFT of size N/2 to transform the N X(J) data 
points. A suitable FORTRAN subroutine for this purpose, called REAL4, is 

shown in Appendix 2. This subroutine calls FAST4 and REV, and performs 
a floating point transform on N data points from a single channel. 

Having descmribed the basic FFT method of spectral estimation, we will 
now pass on to describe the performance of auto-spectral programs which 
are founded on this method, and which are currently in use. A suitable t 
measure of the efficiency of these programs is the time, per 1000 data 
points, necessary to obtain a given number, na, of final spectrsl 
estimates. We will then discuss the performance of a cross-spectral 
program currently in use. 

The first version of the auto-spectral program (AFF) uses floating 
point arithmetic throughout and calls the subroutines listed in Appendix 2. 
The maximum value of M possible is here 10, and the maximum value of 
nR is 512 (these values are determined by the size of the computer store). 
We see from figure 2.4 that i:,(k) estimates can be obtained at a rate of 

10 seconds per 1000 numbers, and that this rate is almost independent of 

%s when the block size factor M = 10. We will discuss the effect of 

varymg M later. 
Some increase in efficiency can be achieved by translating the three 

subroutines given in Appendix 2 into the assembly language DAR. Version 2 

of the auto-spectral program (AFD) uses floating point arithmetic 
throughout and calls DAR versions of FAST4, REAL4 and REV. The maximum 
values of M and na are, agam, 10 and 512 respectively. A 20% 

reduction in computer time is achieved by this means, as shown in figure 2.4. 
A further, and far more significant increase in efficiency is 

achieved by the use of integer (or fixed-point)arithmetic, rather than 
floating-point arithmetic, wherever possible. Version 3 of the auto-spectral 

program (AID) uses integer arithmetic completely up to and including the 

stage where the Harming operation of equation (2.39) is performed, and 
calls integer arztthmetic, DAR versions of FAST4, REAL4 and REV. These 

FFT routines scale the Fourier coefficients so that the maximum coefficient 
lies just within the range 232,768 (i.e. 16 bits); thus the spectral 
estimates from the AID program are accurate over about 6 decades of power. 
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The multlpllcatlon of equation (2.31) is achieved by storing the result of 
an Integer multiplication in a double preczslon store and then transforming 
to floating point. The flnal 6zx(k) estunates are thus obtalned III 
floating point form. A further advantage of using Integer arlthmetlc 1s 
that the core store needed for the FFT transform 1s halved so that M can 
be increased to 11 in the AID program. Flgure 2.4 shows that the AID 

program is up to 10 times faster than Its equivalent FORTRAN version, AFF, 
for the same value of M(l0). 

The times shown in figure 2.4 were obtalned with the Inputs to the ADC 
grounded. However, because of the nature of the shlftlng operations 
necessary in the DAP, integer version of FASTS, the speed of the AID program 
1s to some extent dependent on the magnitude of the data. Figure 2.5 

shows that when a 1 volt R.M.S. sine-wwe 1s applied to the ADC (whxh 
results in about 10 shlftlng operations each time the FFT routlne is called) 
the AID program IS slightly slower than in the case where the inputs are 

grounded (no shlfttlng operations). Since this effect IS small, we will, 
for convenience, 1x1 future dlscusslon consider times relating to the case 
where the Inputs are grounded. 

The reason for choosing to Harm the Fourier coefflclents, rather than 

apply a data wlndow, in the AID program, 1s clearly shown by flgure 2.6. 

The very simple operations (shifting and addltlon) necessary to implement 
equation (2.39) I" integer arithmetic are much faster than the equivalent 

data wlndow operations (L multlpllcatlons of 16 bit numbers). It 1s 

interesting to note, however, that the data wlndow approach is faster lf 
one uses floating-point arithmetic throughout, as figure 2.7 shows. 

Figure 2.6 shows the effect of block size on the speed of the AID 
auto-spectral programme. We have already pointed out that the number of FFT 
operations 1s a mlnimum when the block sue L is a minimum. However, when 
the block size is very small a relatively large amount of computer time 1s 
absorbed in repetitive operations, such as accesslng arrays, which are 

necessary to Implement the FFT routines. This is especially true when nE 

is large. As figure 2.8 shows, the program 1s fastest when M = 11, Its 
maxImum permlsslble value. A simple extrapolation of these results 

Indicates that very little advantage, If any, 1s to be gained by usug a 
larger block size. Indeed, as equation (2.38) suggests, as the block size 
is increased the speed of the program ~111 eventually fall and the optimum 

value of M is thus probably 11. 
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Finally we turn to the performance of the cross-spectral program 

currently in use (CID). This program uses integer arithmetic as far as 
possible, as in the case of AID, and produces floating point estimates 

$(k). The maximum possible values of M and nE in the standard 
program is strongly dependent on nE and that the best value of M to 
use IS 10. An (extended version of this program (CIDE) is available, 

( maximum nE = lrO0) which was made possible by re-allocating arrays in the 

core. As figure 2.9 shows, the extended version is somewhat slower than 
CID, due to the increased time needed for array access. 

2.3 Complbrlson 

In this section we will compare the performance of the real time 

correlation technique described in section 2.1 with that of the direct 
FFT technique dztscussed in section 2.2. Speed and accuracy comparisons 

will be given in detail, but, initially, we will compare the spectral 
windows which are characteristic of the two, very different, techniques. 

2.3.1 Spectral windows 
A consideration of spectral windows is inevitable when one attempts 

to assess the statistical accuracy of spectral estimates obtained from a 
digital technique. From the appropriate spectral window, a(f), one can 
readily deduce the statistical band width, B (see reference l), and hence 
the bias error of the spectral estimates (see equation (2.13)). Further, 

if B is large in comparison with l/N we have the simple result (see 
reference 1) that 

NDF = 2BN 

so that the variability of spectral estimates is also directly related to 

a(f). A knowledge of the shape of the spectral window is of vital importance 

if one is concerned with the "leakage" effects which can arise when the 
spectrum changes. rapidly with frequency. 

For the periodogram, which is the basis of the FFT technique, the 

spectral window is given by equation (2.23) (see figure 2.3). Tins 

window is replotted in figure 2.10, on a log-linear basis. As equation 
-2 

(2.23) indicates, the lobes of this window fall off only as f . 
Figure 2.11 shows the spectral window which results when the simple "Hsnnlng" 
operation, given by equation (2.39) is applied to the Fourier coefficients. 

The side lobes are here clearly much reduced and in fact fall off as 
-6 

f , 
-2 

rather than f . 
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The effect of adding together a number (q) of Hanned periodogram 

estunates to produce one final spectral estimate 1s to produce a more 
rectangular wuxlow shape. Figure 2.12 shows the spectral window which 
results when q = 7, a typlcsl value. This window 1s also plotted linearly 

in figure 2.13 where it is compared with (a) the Illdeal", rectangular 
window, and (b) the window pertaining to estimates obtained from the real 
time correlation technique. 

Finally it is Interesting to compare the statistical band widths, B, 
of the spectral windows. In figure 2.14 we have plotted the ratio 

Statistical Band width 
u = Spacing between final estimates = 2Bn 

E 

against q, for the spectral estimates derived from the FFT method. For 

large q we find that p is approximately unity, in contrast to the 

value of u of 2.6 (see equation (2.11)) which applies in the case of the 
real time correlation method. 

2.3.2 Speed 
The information given in sections 2.1 and 2.2 enables one to make a 

direct comparison of the speed of the two methods in any given real time 

analysis. We ~111 consider the case of auto-spectral estunation Initially. 
In figure 2.15 we have compared the speed of the correlation program 

(CORDl) with that of the FFl? integer auto-spectral program (AID). Contours 
of total time (l.e., computation time + sampling time) per 1000 numbers have 
been plotted on an rS :s plane. The operating range of the correlation 
method lies to the left of the broken boundary line 1n this figure. In any 
application one can estunate the total time required by locating the 

"operating point" in figure 2.15, and then lnterpolatlng the contours of 

total time. For example, if 50 estimates are requred and one wishes to 

sample 50,000 numbers at the rate of 200 samples/set., then we find from 

figure 2.15 that CORD1 will take a total time of 250 seconds whereas AID 
will take about 300 seconds. 

It will be noted from figure 2.13 that, 1n the region of the operating 
plane where CORD1 con be used, it 1s always faster than AID. The difference 
in speed is very small, however, except in the area where % is small and 
rs is high. As mentioned in section 2.1, the operating range of the 
correlation program could be extended by sampling before any lagged product 
computation is undertaken. The appropriate time contours for this block 
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semplmg mode of operation are shown as dotted 11nes In figure 2.15. 

Clearly, XI the block ssmpllng mode, the correlation technique 1s * 

considerably slower than the FFI technique when n 
E 

and 1; are large. 

Figure 2.16 shows a siinllar comparison for auto-spectral estunatlon, 
but m this case we have compared the all FORTRAN version of the 
correlation program (CORF) with the all FORTRAN FFT auto-spectral program 
(AFF). Here the operating range of the correlation method is very 
restricted and It 1s only appreciably faster than the FFI method when n 

E 
is very small. 

In figure 2.17 the speed of the correlation program III mode 3 (CORD3) has 
been compared with that of the FFT integer cross-spectral program (CID). 
Here agaln the correlation method offers some noticeable saving in overall 

computer time u the case where s 1s small and ; is fairly high. 
It 1s perhaps worth polntlng out that If one records the data on a 

tape-recorder with varvable record and replay speeds, prior to analysts, 
then one has a choice of operating points XI figures 2.15 to 2.17. In 
particular, If data 1s sampled at a low rate, then by using a high ratlo 
of replay to record speed one can take advantage of the capabllltles of the 

FFT programs and substantially reduce the overall computer time necessary 
for the analysis of a given number of data points. 

2.3.3 Accuracy 
To fully test the accuracy of the programs we have described it has 

been found very convenient to use versions whxh accept a paper tape 

Input, rather than an Input from the ADC. In this way one can test the 
varxus programs which have been described on one prescribed and repeatable 
set of data points. 

By operating on normally-distributed random numbers It 1s possible to 
simulate, exactly, equl-spaced samples of the response of a simple linear 

oscillator to ideal white noise excitation (see reference 8). 40,000 such 
samples have been generated for the case where the dampug factor of the 
oscillator is 0.1 and the ratio 

aliasinn frequency 
;latural frequency of the oscillator = 25 

The samples, whxh have been stored on paper tape 1x1 8 bit binary code, have 
the theoretxal spectrum shown in figure 2.18. Also showm in this figure 

is the level of the 8 bit quantlsation noise appropriate for these samples 

together with the results of analysing the samples using the correlation 
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program, COBDl, with nE = 200. The agreement between the theoretical 
spectrum and the spectral estimates 1s excellent, the estimates only 

departing from the theoretical curve when the qusntisation level is 
reached. In this case we have (see equation (2.10)) NDF = 400. 

Figure 2.19 shows the result of analysing the test tape, using the 
FFT integer program, AID. Here a block size, L, of 2048 vas chosen and 
s = 512. Again an excellent agreement between the final estimates and 
the theoretical curve is obtained. Here we chose ns = 19 and thus, from 
equation (2.37), NDF = 76. 

To check the accuracy of the integer arithmetic in AID, the test tape 
was analysed by both AID and the floating point version, AFD, using identical 

values of L = 1024 and ns = 200. This gives NDF = 152. Figure 2.20 
shows the result of analysing the test tape with the AID program; once again 

a good agreement with theory is obtained. The results of the AND analysis 

shown in figure 2.21, prove that the use of integer arithmetic produces 
negligible errors over at least 5 decades of power. 

Finally, it is interesting to examine the role of the Harming operation 
in the FFT method. Figure 2.22 shows the spectral estimates obtained from 
the AID program, modified in such a way that the Harming operation is 
eliminated. Here L = 2048, s = 512 and here NDF = ‘(6, as in figure 
2.20. The errors due to leakage are clear, the spectral estimates levelling 

off well above the qua&is&ion level for 8 bits, at high frequencies. 
Similar accuracy comparisons have been carried out to check the 

cross-spectral programs. None are presented here since they do not add any 
significantly different information. 

3. HARDWARE 
Figure 3.1 shows 8 block diagram of the overall hardware system 

described below. It consists primarily of the line system,+ the ADC and 
the computer and its peripherals. These subsystems are described below 
and the performance of the system is then discussed. More detailed 
descriptions of the computer system and its use as a data processor are 

given in reference 9. 

t Although two lines only are shown, in fact, several lines are available 
which run to various wind tunnel facilities. 
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3.1 Relevant computer specifications 

The Honeywell DDP-516 computer used in this work IS equipped with a 
core store of 214 (approximately 16K) words. The word s1z.e 1s 16 bits which 

corresponds to a single precision integer. Two words are required for a 
floating point number. The machlne has the optional fast hardware for high 

speed Integer arithmetic (HSA). Typical. machine times are its memory 

cycle time of 0.96usecs and Its addition time for two Integers of 1.9Zysecs. 

3.2 Relevant analogue Input system specifications 

The Mxro IConsultants Modular 15 ADC unit provides simultaneous sample 

and hold capability for up to 16 channels. The maximum resolution of a 

sample on this partxular Instrument is 15 bits (1.e. integers XI the 
range ?214). The data is transferred to the computer boosted by a factor 

of two as a number in the range ?2 volts. Thus the bit size corresponds to 

approximately 122uvolts. The ssmpllng rate on this instrument is to a 
large extent a function of the manner 1x1 which it 1s lnltially set up. 
Furthermore, it depends on whether the ADC operates under so-called "hardware" 

or "software" control.* The latter, requlrlng the use of an external 
clock, is the mode used by the present set of programs. Also opt1ons.l on 

the ADC IS the nominal settling time per bit which can be taken as one or 
two mxroseconds. The one microsecond setting is usually used as its 

accuracy is consistent with the noise levels introduced by the ssmpllng and 
hold amplifiers. The maximum scanning rate, t then, is a function of the 

number of channels sampled III each scan, and the resolution selected. An 
external "startscan" clock 1s used to select rates less than the maximum. 

The minimum conversIon time per channel varies from 20usec for 8 15 bit 
conversion to 13psec for an 8 bit conversion; in addition, there is a 

settling time of about lhysec for the parallel sample and hold amplifiers at 
the start of each scan. Maximum allowable ssmpllng rates, as functions of 

________________________________________-------------------------------- 

*The added restrictlon to the sampling rate under software control can be 
avoided by diffssrent logic in the ADC. 

t The ssmpllng rates can be described reasonably accurately by a simple 
model of the ssmpllng process given as: T = D+S,+NnSs where 
T = tune per scan of N channels at n bits, D is the software delay 
(= 0 for hardware control), S, 1s the settling time per scan, and S, 
is the settling time per bit (nominally 1 or 2usecs). For the instrument 
used here, these parameters are currently given as: D = kO.kusecs, 
S, = 14.0psecs, S, (lpsec) = l.O%secs, s (2psec) = 2.76usecs. Note 
that the maximum allowable ssmpllng rate = l/T. 
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resolution, were measured directly under various conditions for single and 

dual channel operation and are shown in figures 3.2(a) and (b). Figure 3.2(a) 
shows the sampling rates allowable when under software control. These 

are the relevant ones for the current programs. Figure 3.2(b) is added for 
completeness, and shows similar curves for hardware control. 

3.3 Description and performance of the lines 
The system currently in use was developed to fulfil an immediate 

requirement, and as such does not represent an optimised or final solution. 
Nevertheless the performance obtained is remarkably good. A typical data 

channel has been illustrated in block diagram form in figure 3.1. The 
experimental data is amplified to ~10 volt range and is applied to the 
lines through simple line drivers. These line drivers are convenient 

amplifiers which can provide sufficient current to drive the primarily 
capacitive load. The line systems are of considerable interest in 
themselves. Hence a more detailed description of their physical set-up and 
the model of them used to minimise the system resonance IS included as 

Appendix III. For the present purpose the lines can be considered simply 
as twin conductor shielded cables. At the end of each cable the two 
conductors are connected to the two inputs of a unity gain differential 

amplifier which acts as a line receiver. At this point the data is 
attenuated and filtered to provide an ADC input which is within the 

specified f2 volt range and which contains negligible aliasing power. In 

practice the filters must be at least fourth order, and are set for convenience 
with their natural frequencies at the Nyquist or folding frequency. (i.e. 
half of the sampling rate). This gives acceptable spectral estimates with 
negligible aliasing up to 60% of the folding frequency for turbulence type 
spectra. Increasing the filter order to eight increases the acceptability 

limit to nearly 80% of the folding frequency. The filters currently in use are 
Krohn-Hite inodel31CO fourth-order band-pass filters modified to give a flat 

response down to one Hz. t 'Ibis modification also includes the incorporation 
of an output gain of nominally 1 in order to allow the filter to operate 

at its design input level of about 4 volts. Matching of the two channels 
is accomplished by applying the same random input to both channels and 

using the integer cross-spectral program described previously to measure the 

t The low frequency response characteristics of the filters are shown as an 
example in Section 4.4. 
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phase difference between the two channels over the range required. By 
manually changing the natural frequency setting of one of the filters, a 
minimum phase difference condition can rapidly be obtalned. The accuracy 
obtainable is typlcally better than +0.5 degrees over the range 1 Hz to 
60% of the Nyqulst frequency. This includes the complete system from line 
drivers through to the ADC. This performance is shown as an example in 
section 4.3. The initial line system (conslstlng of the heavy duty amplifier 
driving into a line with a differential emplifler receiver) displayed a 

frequency response with a substantial peak at approximately 40 kHz. This 
is caused by the capacitive loading (approximately 0.03 !J farads) on the 
line driver ampl1flers (see Appendix III for details). By the use of a 
variable series reslstor (VR in figure 111.1) a best compromise of flat 

response to as high a frequency as possible was obtained. The resulting 
amplitude response obtained 1s shown as curves A and B of flgure 3.3. As 

can be seen, the two line systems still show a marked resonance; however, 
it vas found that further reduction of these peaks led to a drop in the response 
at 10 k.Hz. Hence the performance shown was accepted. Over the range 0 to 
10 kHz, the amplitude response is flat to wlthin tO.5%. There is little doubt 
that improved components could extend the flat response to much higher 
frequencies if required. 

The system noise level has been assessed for 8 variety of configurations 
to determine the characteristics of the noise in comparison with noise 
levels of expected data sources, the ADC, and that associated with the 
quantization/spectral analysis process itself. In terms df overall rms 
noise levels, the following levels as seen by the ADC we typical. 

1) typcal signal level for 22 V ADC range = 0.5 v rms 

2) ADC quantization noise (see later) = 3.52 x lo-'V rms 
3) ADC noise when grounded at the input to the 

sample and hold amplifiers = 2.5 Y 10 4VZTE 

4) filter plus ADC noise (filter Input shorted, 

range set to be 3 db down at 2.5 kHz) = 3.0 x 10 -4 v rms 

5) total system line noise with line driver 
inputs grounded as seen through 1 Hz to 

10 kHz filter range (1 Hz to 2.5 kHz 1s 

essentikuy the same) = 6.0 x IO -4 v rms 

6) total wide band noise (line drivers 

grounded with no attenuators or filters) 
-3 

= 1.5 x 10 V rms 
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These quoted rms noxe values are only repeatable to wlthin about 
$O$ due to non-stationary effects suchas particular interference sources 
being on or off. The values given above are conservative. It can be seen 

that for the frequency range of Interest here, it appears that the signal to 
3. noise ratlo is of the order of 10 In overall amplitude and lo6 m overall 

power. 
Further to the above, It 1s of particular Interest to examine the 

spectral distribution of the noise to determlne more precisely whether noise 
problems exist over any part of the analysis range. The configurations In 

the list below we of interest and are shown plotted In figures 3.4 and 

3.5. For convenience they are all considered for data ssmpled at 5 kHz; 
In the total analysis range (up to 2.5 kHz) the spectral estimates can be 
expected to suffer negllglble gain or alaiaslng problems up to 1.5 kHz. 

1) Two comparative lnpq spectra of standard deviation o = 0.5 V rms 

following the form G(f) = 3 (l+(fjf j2), where the 3db down points 

at f=f II have been taken 82 1 Hz (11) and 10 Hz (1B). 
2A) ADC quantlzatlon noise level arlsing from the 122 microvolt 

resolution of the quantlzer. This noise level is given in reference 1 as 
having a mean square of (bit site)*/12 = 1.24 x 10 -'. Since It can also 

be assumed to be effectively white noise, Its spectral level 1s given as 
1.24 x JO-'/2500 = 4.96 x 10-13volts2/Hz. 

2B) Quantlzatlon noise associated with the correlation program which 

operates on 8 bits (a resolution of 15.6 mv.). By a slmllar argument to 
-9 

that of 2A, this level is given .as 8.15 X 10 volts*/Hz. 

3) ADC sample and hold amplifier noise level. (By nature It 1s 

unfiltered and hence the complete mean square appears dlstrlbuted over the 
range of interest). 

4) Complete system (as per figure 3.2) noxe spectrum with line 

drivers grounded. This corresponds to the case of data naturally 
origuxatlng in the +lO V range. A best case (4A) and a worst case (4B) 
so far recorded are both shown. 

5) Noise spectrum with no attenuators In use other than the 0.5 gam 

of the filters. (Line drivers' inputs grounded). This corresponds to 
data originating and being transmitted down the lines In the range +4 V. 

6) Complete system noise spectrum with line driver inputs driven by 
an amplifier with a gain of nominally 2.5. The amplifier input 1s grounded. 
Tills corresponds to data originating 1n the 24 V range which 1s then 

boosted for line transmission. 
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7) A typrcal tape recorder noise spectrum obtained by recording and 
replaying ground at 15 ips on an Ampex FR 1300 tape recorder. The output 
1s filtered but no part of the line system IS included. This implies ideal 
amplification, transmission, and attenuation, since the tape recorder output 
is naturally in the f2 volt range. (The filter used here was an eighth 
order low pass with unity gain). 

Again it should be noted that the data corresponding to runs 4, 5 and 
6 above tends to be very variable in terms of long period stability(e.g. 

different days:l, although runs are reasonably repeatable if performed 
consecutively. The above set (LA, 5 and 6) are such consecutive data and 
hence should be consistent; however, a variability of the order of loo%, 
as shown for 4, might be expected in the spectral estimates on different days. 

In Figures 3.4 and 3.5 the above examples are referred to by number. 
The following clbservations can be made. Curve 4 represents typical system 
noise. Curves 1 are spectra covering a rather large number of decades in 

the experimental range. It should be noted that frequently spectra may be 

obtained which drop off more sharply than those shown - for example see 
section 4.2. In such cases, more decades of power may be obtained before 
running into noise problems. It can be seen that the highest noise levels 

are at low frequency where experimental spectra are also typically high. 
At all frequencies, the noise level is not appreciably different to the ADC 
sample and hold noise. These results indicate that the system allows a 
spectral signal to noise range of the order of 8 decades which is about all 

that can be obtained using the integer arithmetic programs. Curves 2 and 3A 

indicate that under the present operating conditions using the sample and 
hold capability, the accuracy of the digitisation could be reduced by two 
bits (i.e. reduce the resolution to 488 microvolts) without significantly 
altering the base noise level. 

Curve 3B shows the quantisation noise obtained when using the 
correlation approach, or when using 8 bit binary paper tape as a data input. 

This level is more consistent with tape recorder noise levels (curve 7). 
Accuracy would be restricted at high frequency if a spectrum of the type 

shown, covering more than six decades, were analysed. 

The noise spectrum from the tape recorder is typical of many 
instrumentation noise levels and can be seen to be more restrictive than 
line noise. It is also noteworthy that the strong spectral peaks in evidence 
reduce the available signal to noise ratio considerably more than the 

overall noise level would indicate. However, the seven decades of "clean" 
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power available will usually be more than adequate for most experiments. 

Lower overall tape noise can be obtalned by usmg faster tape speeds. 
In this case 60 ips gives the lowest signalto noise ratlo. Smilar spectra 

for this case however, show that It 1s primarily low frequencies at which 
the noise level 1s most slgniflcant, there IS negllglble advantage 1x1 

usmg the higher tape speed. Obviously, If one's basic mstrumentatlon 

noise 1s slgnlflcantly less than the tape recorder's, then direct on-line 
analysis should be employed. 

Curves 5 and 6 m figure 3.5 illustrate that there is a small advantage 

to be gamed in boosting the signal for transmission. If the pre- 

ampllflcatlon and attenuation were Ideal for case 6, then all pickup 
induced m the lmes should be reduced by a factor of 2.52. The small 

differences seen show that the addition of these real components themselves 

add some noise. The high frequency bump in the attenuated case 1s not 

fully understood, but may be due to the amplifier used. Smce in most cases, 

mpllflers are in permanent use for a variety of reasons, It 1s felt that 
the best way to mnmlze external effects IS to make use of t10 volt lme 
signals. Furthermore, this has been a some what conservative view due to 
the additional attenuation already mcorporated in the filters. 

This section has shown that the present system 1s capable of provldmg 
a high standard of accuracy. However, It should be noted that there are 

at least two areas whrch could be slgmflcantly improved both in standard 
and convemence. The fu-st IS provision of wider range, low noise lme 

drivers. The second 1s replacement of the present analogue fzlters by 
programmable dlgital filters. This would assure absolute matching of the 
two input channels, with less set-up time. 

4. SOME TYPICAL FLESULTS 
The spectral anslys~ssystemas developed at NPL 1s prmarlly Intended 

for the analysis of turbulence and structural response. The following 

examples illustrate some typlcal useage of the programs to date. They 81-e 

either related to testmg parts of the system - the lmes and filters - 
or arose m turbulent flow fields whxh are currently bang exammed. 

Unless otherwIse mdlcated, the programs used are the Integer FFT versions 
with the maxmum value of L allowable. 

4.1 Line DistortIon 

To indicate the dynamic range of the system and to determine whether 

any significant nonlinearitles exist for the transmsslon lme, an analogue 
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sme wave originatmg from a Hewlett Packard precismn oscillator (a 
model 745A a.~!. calibrator) was exammed. The auto spectra of a 500 Hz 
slgnal "as obtained for three configurations: the sine wave was applied 
a) directly to the ALX to provide a reference, b) to the system without the 

filters to check for lme distortion alone, and c) to the complete line 

system. In all cases, smplltudes were taken such as to provide the ADC 
"lth about one volt rms. The results are shown m Figures k.la, b and c. 
Case a provides the lowest base noise level, and shows the oscillator does 
have some slight dlstortlon showmg up at 1500 Hz. The 50 Hz bump 1s 
presumably pickup m the connections used, since It does not appear in all 
the cases. From figure 4.lb we see that without the filters, the lines 

themselves have negligible distortion. The nolse level is increased, but 
it should be noted that since no filters were used m either a or b, the 
total wide bam3. noise appears distributed over the analysis range. Note 
also that the ADC noise IS considerably below the levels shown. Its level 

-1 0 is at about 10 . Figure 4.1~ shows that lntroductum of the filters causes 
measurable distortion although even here the largest harmonx 1s more than 
five decades down from the peak (about 55 dB). In all cases, nearly eight 

decades of paver have been resolved. Note that the filter side lobes can 
be clearly seen. 

4.2 _ Some typical turbulence spectra 
In a current experiment, there is particular interest in that part 

of the turbulence spectrum associated with the dlsslpatmn process at high 
wave number (k = 2ti/U, where k = wave number and U = mean speed). For 

these experiments a low mean speed 1s used, and the resultmg hot "ue 
signals descend into the equpment noise level at relatively low frequency. 
Since It us that part of the spectrum just before the signals enter the 
noise level that 1s important, It "as of interest to examine the feasibility 

of intermediate tape recordmg (without any further complxatmns such as 
prevhitening the data). Figure 4.2 shows a comparison of two analyses - 

one made "on-line" , the second made using an Ampex FR1300 tape recorder for 
intermediate storage (recordmg at 15 ips). Clearly, the FFl1300 tape 
recorder only results in a small loss of informatmn at the high frequency 
end in this very restrictive experiment. Since from section 3, we know 
that the submerged noise levels are relatively high over the last decade or so 
of power, we might expect a more severe test to be that of dual channel 
coherence. This is illustrated in section 4.5. Also shown m figure 4.2 
is the spectrum obtamed for a case simlar in all respects but with no 
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turbulence proauc1ng grid. This indicates some background wind tunnel 
turbulence and, at high frequency, the DISA anemometer model A01 noise 

level. Finally, the system noxe level was found with the DISA anemometer 
replaced with a short circuit and the appropriate scaling factors 

-13 incorporated. Its value was approximately 10 . Clearly, the system's 
noise level is compatible with the hot wire equipment's noise level for 

this experiment. 
4.3 Phase matching of filter characteristics 
As mentioned in section 3.3, for cross-spectral analysis both 

channels must be filtered to prevent allasing, and for convenience of data 
handling, this filtering must not introduce any significant phase errors 

into the processes. This 1s because phase errors lead to drstortion of 
the relative magnitudes of the real and imaginary cross spectra, and hence 

are not so easily handled as gains. In order to phase match the two filters, 
the same wide band noise slgnal is applied to both lines with the filters 
nominally set at the required cut-off. Then, cross-spectra over the 
required range are formed, for about 10,000 samples. The results give the 
phase difference as a function of frequency. If there is a srgnificant 
phase difference in evidence (>l') over the first 70% of the folding frequency, 

then the cut-off frequency of one of the filters IS altered slightly and 
the test repeated until the required matching is obtained. Two typical 
results are shown in figure 4.3. They represent the cases of 250 and 2500 Hz 

nominal cut-off frequencies. In both cases, the order of accuracy of the 
matching is better than 50.5’ over the required range. 

4.4 Filter characteristics 
It was of interest to derive the absolute gain and phase 

characteristics of the two filters in use over the low frequency part of 

the range. For this purpose, wide band noise was first filtered by a 
Krohn-Hite model 3340 8th order filter, tuned to 100 HZ low pass cut-off. 
The resulting signal was then passed through one of the system filters. 
Cross-spectra of the input and output of the system filter yielded the 

gain and phase characteristic of that filter over approximately 0.1 to 70 Hz. 
The results, for both system filters, are shown in figure 4.4. It can be 
seen that the gain has dropped by about 2% at 1 Hz and at this pornt the 
phase is matched to better than 0.5'. The gain and phase characteristics 
are obtained without problems of variability simply because the same Fourier 
components are being sampled at the output as were applied to the input, 
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and hence their ratio IS Independent of their lndlvldus.1 varlabillty 

(neglecting flnlte record effects.) Naturally, In all these results, 
the measured coherence (lndlcating the linearity of the filters) was 
essentially 1.00. 

4.5 Coherence measurements 

Returning to the turbulence example of section 4.2, the experiment aims 
to provide coherence estimates for two laterally displaced hot wire sensors 
in turbulent flow. Here, coherence 1s defined as. 

The quantity y,,(f) can In this case be Interpreted as a narrow band 
cross-correlation function. It should be noted that If x and <y are 

two data channels with superimposed noxse, then the coherence may be 
increased if the noise IS correlated, or It may be decreased if the noise 
is uncorrelated and simply contributes to the power spectra. The effect 

of tape recording the signals 1s shown In figure 4.5. Smce the signals 
enter the hot wzre anemometer noise level at about 1000 Hz It can be seen 

that the tape recorder does lead to satisfactory answers over most of the 
Important range. When the tape recorder results do diverge appreciably from the 

on-lme values, it IS towards higher values, lndlcating that the tape noise is 

correlated. 
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Append ix 1. Fortran program for real time correlation technique. 

c 
C 
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102 

103 

c 

104 

C 

105 

110 

C 

C 

1 

3 

2 

C 

106 

107 

112 

Fuk~kkN PRUGRAM FOk DtVLLOPINb AUTO OR UNI SII‘LD CIIDSS~HXY 
ALL FLUATING POlliT ARIlIiMLTIC 
DIMENSION IDATk~2~rX[200~,YLZOO)rPXY~2OO~~RYX~l~rRXX~ll~RYY~l~ 
CON I I MJE 
~Klrt~lrlol) 
FURMATl3H M=) 
KtADllrl02)M 
FUkMAT L 141 
WKITtllrlOj) 
FORMAT (7H NLAGS=l 
ktAlJLl*lUZ~NLAGS 
7UTAL ND OF SAMPLED POINTS Ptk CIlANNEL=H*MLAG~ 
WklTtllrl04) 
FUkMAT(bH MUDL’) 
KtADllrl071 ISW 
THIS VtRSION ONLY 
WKlTt(lrlO5) 
FURMAT(7H CLOCK=) 
HtAU(1.102)ICLOCk 
RYX(l)=O. 
RXX(l)=O. 
KYY(ll=O. 
XIUT=O. 
Y IOT=O. 
XVAR’D. 

PERFOkMS hOtIt l:RYX,KXXvHYY Al?E DUMMY 

YVAK=U. 
THIS LOOP FILLS ARRAY UtFOHL CUMPUTING OF RXY t~tGlNS 
DU 1 l=lrNLAGS 
kXYLI)=O. 
CALL INPUT(IDATA~2rO.lrl~ 
INPUT SAMPLES ChAN!qtLS 0 ANU I UN NtXT tXTEHNAL PLlLSt COMMAND 
X(I)=lDATALl) 
Y(I)=IDATA(Z) 
DO 2 J=lrM 
DO L I=lrNLAGS 
CALL INPUT(IDATAI~IO,~~~) 
X(l)=IDATA(ll 
YII)=IDATA(Z) 
XlUT=XTOT+x(I) 
YlOT=YTOT+Y(l) 
XVAR=XVAR+X(I)+*Z 
YVAR=YVAR+Y(I)**2 
DU 3 K=lrI 
ll:l-K+l 
HXY~K)=RXY~K)+X(II)*YO 
KK:I+l 
DU 2 K=KK,NLAG5 
JJ:NLAGS+I+l-K 
KXY(K)=RXY(K)+X(JJ)*YO 
CALL XCALClM,NLAGSrlSC.ICLOCK*XTOTIXVARIYVAR,kXY.RYX,RXX,RYY~ 
XCALC CORRECT5 FUR IMEANIINTHUUUCLS CALI~RPTlO~‘S~AND TRANSFORMS 
WklrLll~io6~ 
FUkMAT(2BH REPEAl LO) .CHANGt (1) rtPlD(Ll=) 
RtAD(lrl07) ID 
FURMAT ( 11) 
IkLID-l~llO,lllrll2 
CALL tXlT 
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APPENDIX II 

FORTRAN subroutines for direct FFT technique 

The FORTRAN versions of the FFT algorithm, listed in this appendix. 
consist of three separate subroutines. The first of these, named FAST4, 
executes a complex FFI' on the (assumed) complex input data, Ad replaces 
them with their complex spectrum in the same area of memory. The second 
subroutine, named REV, sets the input data in the appropriate order to 
processing by FASTS. The thirdsubroutine, named R!&AL4. executes a complex 
FFI on real input data by manipulating intermediate results from FAST4, and 
returnsthe transformed data in the same area of memory that held the input 
data. 
FFl' on complex data 

To perform a complex FFT on complex data the calling statement is 

CALL FASTS (M,x,~.IsIGN) 

where: 

(a) M containslog2L in integer format where L is the number of complex 
data points. 

(b) X is the first location of the array containing the complex floating- 
point data. The data are assumed to bestoredvith their real and imaginary 
parts in successive array locations, the usual manner in which FORTRAN 
handles complex data. Hence the array X must be sufficiently large to 

contain 2L real values. The transform is executed% placel'. i.e., the 

results, the complex coefficients, are returned unscaled in natural 

order in the array X. with real and imaginary values in successive 
locations. (It should be noted that a call to REV is contained in FAST4). 
(c) W is the first location of an array sufficiently large to contain at 
least L/4 real floating-point values. This array is used by FAST4 to 

store the first quarter of a cosine wave of period L. 
(d) ISIGN determines the effect of a call to FAST4. To initialise FAST4, 

ISIGN is set to zero. The cosine table W is then set according to the 
value of L for the call but the FFT 1s not executed. Subsequent calls to 

FAST4 use a value for ISIGN of +l, or -1, the sign of the contents of 

ISIGN determining the sign of the argument of the complex exponential in 

the transform. 
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FFT on real data 
To perform a complex FFT on real data the calling statement is 

CALL REAL (M,X,W,ISIGN) 

A call to FAST4, and hence an impllclt call to REV, is contained m 

REATJ4. 
Here: 

(a) M contams lo%L mth L 1s the number of real data points. 
(b) X IS the first location of the array containing the real floating- 

point data. This array must be large enough to contain at least L data 

pomts. The results of the transform, the cosme and sme coeffxlents 
are returned unscaled m the array X. 
(c) W is the first location of an array sufficiently large to contam 

at least L/4 real floating-point values. 
(d) ISIGN has the same function as before. 



- 35 - 

(a) Subroutine Fast 4. 

I 

L 

3 

4 

!I 

10 
11 

2v 

SUUKOUl INL FASTr(M*Xthr%N) 
DIMt~~S1ClN X(11 .W(l) 
INTLGEK SGN 
DATA biL/O/ 
Ii- (M .C,E. 141 STOP 
11 (IAU:l(SG~“1-1) 1.3941 
II- (M .EO. ML) HETUKN 
NIWID4 = Z+*(b?-2) 
NlrlD2 = NTdID4+NTWID4 
PHASt = 3.141~YLh536/rLOAT(NTWIDZ) 
DO 2 I : l.NTkID4 
W(1) = COS(FLOAT(I)*PtlAbE) 
ML : M 
IF (SGN .EQ. 01 PETURh 
It- (PI .OT. ML) GO TO 1 
NL = .?*+(M-1) 
N = lu24N2 
N12 = N*N 
I q 1 
lk (SGN .GT. 0) GO TO 3r) 
CALL Rt\/(M,X) 
IKAT q NTWID? 
IUISP = 2 
IHEPL = IDISP+IDISP 
JLIM = [DISP-2 
J- 0 
DU 10 1.J = Z*NTZ*IREPL 
IJD = I.J*IDISP 
Tl = XCIJ-ll+x(IJD-11 
TZ = X([J)+X(IJD) 
X(IJIJ-~:I q XIIJ-l)-X(IJD-1) 
X(IJD1 ‘- X(IJ)-XCIJDI 
X(IJ-11 = Tl 
X(IJ1 = T2 
CONTINUE 
If (J .lIQ. JLIM) GO TO 31 
J=J+Z 
IND = J*IRAT/Z 
If (IND .Nk. NlWID41 GO TO 21 
DO 20 I: 2,NTZvIREPL 
IJ = I+J 
IJD = IJ*IDISP 
Tl = XiIJ-l)+X(IJD) 
TL = x(IJ,-XtiJD-1) 
Td = X(IJ-ll-XClJD) 
X(IJD1 = X(IJ)*X(IJD-1) 
X(IJU-11 = 73 
XIIJ-1) = Tl 
X(IJ) = T2 
CUNTlNUE * 
GU TD 11 
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21 It (IND .LT. liTvjlD4) (10 TO LL 
IND = IND-NTh’ID4 
WI = kiIND) 
IND = NTWID4-IND 
WK q -W(IND) 
GV TO 23 

2L WK = WIIND) 
IND = NTWID4-INU 
WI = WIIND) 

23 DO 30 1 q Z.NT2rIREPL 
IJ = l+J 
IJD = IJ+IDISP 
T3 = X(IJD-l)+WK+X(IJD)*CI 
T4 = X(IJD)*WR-X(IJD-1)“WI 
11 = X(IJ-l)+T3 
TL = XlIJ)+T4 
X(IJb-1) q X(IJ-l)-T3 
X(IJD) = X(IJ)-T4 
X(IJ-1) = Tl 
X(IJ) = T2 

3U CUNTINUE 
GV TO 11 

31 II- (IDISP.EO. Nl GO TO 32 
IKAT = IRAT/Z 
IDISP = IDISP+IDISP 
GO TO 5 

3~ IF (St3 .LT. 0) RETURN 
I=2 

33 DO 40 J q 2,NT292 
4U X(J) = -X(J) 

GO TO (4-42) ,I 
41 SGN = ML 
4L KtTUKFi 

END 
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SUtiRUUfINE REv(M,X) 
INTEGER C 
DIMENSION X(l),C(15) 
DATA C~1~/16384/~C~2~/8192/~C~~~/4096/rC(4~/2~’4~/~C~5~/1024/~ 

.C~6~/512/rC~7~/256/~C~~~/l2~/*~~9~/64/~C~lO~/32/~C~ll~/l6/, 

.C~12~/t~/rC~13~/4/,Co/2/,C~15~/1/ 
L=15-M 
LIM=C(L-l)-4 
JJ=O 
DO 10 J=29LIM,2 
K-L 

11 Ik(JJ.LT.C(K)) b0 TO 12 
JJ=JJ-C (K) 
K=K+l 
GO TO 11 

1L JJ=JJ+C (K) 
II-(JJ.LE.J) GO 10 10 
Tl=X(J+l) 
TL=XlJ*2) 
X(J+l)=X(JJ+l) 
X(J+Z)=X(JJ+2) 
X(JJ+l)=Tl 
XIJJ*2)=T2 

1U CONTINUE 
Kt rUKN 
END 
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(c 1 Subroutine Real 4 

SUtjROUI INE KEAL4(tlrX,kr5Gt%) 
DIFIEr~SlON X(l)*‘.%(l) 
INTtGtH SGN 
ML=2 
CALL FA~T~(M,DUMIDU~I,ML~ 
lb (lABS(SGN)-1) 2391721 

1 1=1 
11 (ML-MI 24.2d 

L N4=2**tM-2) 
JLIM-N4-1 
N=4*1V4 
Nt’2:td+2 
NlhlD4=2+*(ML-2) 
IKAT=tdTWID4/M4 
CALL FAST4(M-l*XvWv-1) 
T=X(l)+X(Z) 
X(2)=X(1)-X(21 
X(l)=T 
DU 10 J=lrJLIM 
K=J+IRAT 
WK=W (IO 
K=NTWID4-K 
WI=W(h) 
K=J+J 
KP’-Nt’2-K 
AKRL=XlK+l)+X(KP-1) 
AKIM=X(K+Z)-X(KP) 
BKRL-X (K+2) +X (KP) 
fjKIM=-X(K+l)+X(KP-1) 
Tl=WH*BKHL+WI+BKIM 
TL=WH+BK It+W IxtdKHL 
X(K+l)=AKRL+Tl 
X(K+2)=AKIM+T2 
X(KP-l)=AKRL-Tl 
X (KP) =-AKIM+T2 

10 CUriT 1 NUE 
X(K+3)=XlK+3)+X(K*3) 
X(K+4)=-X(K+4)-X(K+4) 
11 (SGN.LT.0) RtTURN 
DO 20 J=4vN,2 

2U X(J)=-X(J) 
KtTUHN 

21 SCIN=ML 
2L RtTUHN 
23 1=2 
24 CALL FAST4(M*DUM*W,O) 

ML=M 
GO TO (2,22)9I 
END 
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APPENDIX III 
Further Details on the Lme System 

by R.F. Johnson 

The hlstory of the development of the lmes is recorded below In 

order to smplify any future proJects of this type. Also included below 
IS en anelysls of the response of operational amplifiers subJected to 

capacitive loadmg of the type presented by such long lmes. 
III.1 Further physical details of the lmes 

A number of different cables were mvestigated for use as analogue 
transmission lines. It was soon apparent that a twin trJlsted cable with in 
overall shield was best for the prevention of noise plckup. Two forms 

of shielding are available, a woven copper brald and a conducting plastic 
sheath. Tests on specimen lengths of these (DEF 2C with the braid and 
type EHE 2PM from Sourlau Lectropon with the graphite-unpregnated plastic 
sheath) showed that the metallic braided cable was superior to pickup at 
frequencies above 50 KHz but that over the range 0 - 10 KHz the conducting k"= 

plastic sheathed cable was superior. The latter also had the advantage 
/ 

that voltages introduced by cable movements (microphoney) were very much - 

lower, although this effect would not be serious in practice because of the 

high line capacitance and the low source impedance of the line driving 
amplifier. 

Because of the underground lnstallatlon of cables would have taken 

considerable tune and the overhead crossing of & raodway was not pentted, 
use had to be made of some existing coaxial cables. A typical line 

system IS shown In figure 111.1; where the first 1001~ and the last 150111 of 
the line are screened pairs but the central portion is made up from two 
75 ohm coaxial cables. This central section is load In underground ductlng 

in close proxuntty to power and control cables and it is probable that 
most of the low frequency noise orlglnates in this sectlon. The twin 

shielded cables are at an average height of 5m and well away from power 
cables. 

Considerable radio-frequency pickup occurs on the lines due to local 

broadcasting statlons. The domlnant frequencies are 200 KHz and 960 KHz, 
which are greatly attenuated by the line receiver and lower pass filter. 

Care must be taken, however, that these high frequencies do not cause 

anomalous operation of the line receiver, for example by the amplifier 

acting as a detector. To obviate possible trouble, the line receiver has 
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r.f. filters m the input lines and a good high frequency performance. 

A 60~2 common mode I-eJeCtIOn ratlo 1s achieved at 200 KHz, from 0 to 

100 KHz the ratio is >lOO dB. 
III.2 Response of operational ampllflers with capacitative loadmg 

The ldeallsed open-loop amplitude and phase response for the line 
driver ampllfler are shown in figure III.2 by the full lines. It 1s seen 
that the gain falls at 6~ per octave at frequencies above the break 
point T1 and that the phase response 1s also that of a first order network. 

If feedback 1s applied to this ampllfler, the closed-loop gam, G, 
1s given by 

where A is the open loop voltage gain 

and 6 1s the feedback factor 
Now the open-loop amplitude response for the ldeallsed mplifler 1s 

A 
A= ' 

' l+lwT1 

where A, is the zero frequency voltage gam, hence 
A0 

A 
IG[ = o = 

1 +%A 

(l+BAO) + UT 

1 
1+1 i 1 

- 
1+Bn 1 . wT, 

0 

This shows that at low frequencies the gam 1s approxmately l/B and 
that the fm-st break pomt occurs at & new-tzne constant 9 

I+& . The 
system is mconditlonally stable smce the denomnator 1s essentmlly 

positive. 
The addition of a capacltatlve load, CL, modlfles the open loop 

response as shown by the broken lines m flgwe 111.2. A new break point, 

T2 given by T2 = CL R, where R 0 1s the open loop output resistance. 
The modified open loop response IS 

A 
A = 0 
c (l+iuTl)(l+iuT2) 

9 
Hence 

A 
IGI = 

0 

(~+~JIT~)(~+~WT~)+BA~ 
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A 0 = 
1+BAo-w2T1Tz+~(T,+TZ) 

1 - lo2 
T1 T2 1 

.-+i - 
l+BA 0 I 1 l+BA 

w CT1 + T2) 

0 

Again the lcw frequency gain approximates to l/6. However at higher 

frequencies, the denormnator can become negative hence causing gain peaking 
with the characteristic response of a second order system. This may be 

seen qualitatively from the open loop phase response, since If the phase 1s 
below 90' a component of positive feedback 1s u-rLroduced. 
III.3 Since the tests in this report were carried out with the temporary 

line drivers, an improved version has been deslgned for permanent use. 

These provide a frequency response flat within +2% up to 80 KHz. 
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