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#### Abstract

Summary.-In this paper the various methods that have been devised for the determination of the natural frequencies and normal modes of aircraft are discussed and their accuracy and the amount of work that they entail are compared. An extensive bibliography is given. The discussion is mainly from the point of view of the flutter analyst, who commonly bases his analyses on the normal modes, but the description and comparison of the various methods should be of general interest.


1. Introduction.-By normal modes are meant the natural modes of vibration of the structure. They must strictly be defined for an idealized structure, one without any structural damping vibrating in still air, the air being assumed to have only an inertia effect. Such a system can vibrate freely with constant amplitude at certain particular frequencies-the natural frequencies. The mode of deformation of the system at any one of these frequencies is termed a normal mode because these modes are orthogonal with respect to both the mass distribution and the stiffness distribution of the structure. For a real structure, which possesses structural damping, some energy must be supplied to it for it to vibrate at constant amplitude. This is what is done in a resonance test, in which a periodic exciting force is applied over a range of frequencies. Maximum amplitudes of vibration will then occur at certain frequencies. If the structural damping is not very large, the frequencies at which these peak amplitudes occur will be equal to the natural frequencies of the damping-free structure, and the modes of vibration at these frequencies will be little different from the normal modes.

The calculation of normal modes, which will normally be done in the design stage of the aircraft, is important for several reasons, First, by examining the normal modes obtained and particularly the positions of the modal lines, it may be possible to tell whether flutter is likely or not, and in any case such an examination will indicate what types of flutter should be investigated. It may also be possible to predict whether there is any likelihood of resonant vibration, due to the proximity of the natural frequencies to the forcing frequencies of the power plant. However, such frequencies are usually high overtone frequencies which are difficult to calculate accurately.

Further, the normal modes are commonly used for the actual flutter calculations. Theoretically, any set of independent deformation modes can be used as degrees of freedom in setting up the flutter equations, but from practical considerations we want to select those modes which give an accurate flutter speed when the number of chosen modes is small. This is more likely to be the case when the modes are related to the actual structure, as the normal modes are, than when the modes chosen are quite arbitrary. It has not, however, been conclusively demonstrated that the normal modes are the best for this purpose. It is possible with less effort to obtain other
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modes which are in some degree related to the particular structure, but an additional reason why it is desirable to use normal modes is because they can later be compared with the resonance-test modes.

This paper is concerned with the theoretical calculation of normal modes. It reviews the various methods that have been devised and compares them for accuracy and the amount of work they entail. The methods fall into types, according to the type of equation used and the type of semi-rigidity assumed, and this fundamental classification is presented in section 2 . The methods themselves are described and discussed in sections 3 to 10 , in terms, for convenience, of either purely flexural or purely torsional vibrations of a beam. In sections 11 to 13 the discussion extends to the further complications that occur in practice: coupled flexure-torsion vibrations, the calculation of modes of complex structures, and the calculation of modes of a complete aircraft. A bibliography is given.
2. Types of Methods.-Before we can consider the calculation of the normal modes of a complete aircraft we must first consider the calculation of its component parts (wing, fuselage and tail unit) in isolation. The various methods by which these are calculated are based on one of three types of fundamental equation : the basic differential equation, the integral equation incorporating flexibility coefficients, and the Rayleigh or Lagrangian equation. The displacement of the system is either specified at a number of finite points, or is expressed as a linear combination of known functions; in either case the actual system, which has an infinite number of degrees of freedom, is replaced by one which has a finite number of degrees of freedom. In addition, certain approximations are normally made-the effects of shear deflection, shear lag and rotary inertia on the flexural vibrations and of warping of sections in torsion are neglected. The error thus introduced increases with the overtone order. Methods which use flexibility coefficients could in principle take account of shear effects, but the calculation of flexibility coefficients incorporating these effects would not be easy ; experimentally determined values might be preferable, provided they could be accurately measured. When coupled flexure-torsion vibration is considered, an assumption has to be made about a flexural axis; this is discussed in section 10. First of all, however, we shall consider the simpler cases of pure flexure and pure torsion.

With the above assumptions, the three types of basic equation are then as follows:
(a) Differential Equation.
(i) For pure flexure:

$$
\begin{equation*}
\frac{d^{2}}{d y^{2}}\left\{B(y) \frac{d^{2} z}{d y^{2}}\right\}=\omega^{2} \mu(y) z(y) . \quad . \quad . \quad . . \quad . \quad . . \quad . \tag{2.1}
\end{equation*}
$$

This may be written as the set of equations:

$$
\begin{array}{rlllllll}
\frac{d S}{d y} & =-\omega^{2} \mu(y) z(y) & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\frac{d M}{d y} & =-S(y) & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
B(y) \frac{d \psi}{d y} & =M(y) & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\frac{d z}{d y} & =\psi(y), & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots  \tag{2.5}\\
\end{array}
$$

with the end conditions:

$$
\begin{array}{ccccccc}
z(y)=\psi(y)=0 \text { at a clamped end } & \cdots & \cdots & \cdots & \cdots & (2.6 \\
M(y)=S(y) & =0 \text { at a free end } . & \cdots & \cdots & \cdots & \cdots & (2.7 \\
2 & & & & &
\end{array}
$$

(ii) For pure torsion:

$$
\begin{equation*}
\frac{d}{d y}\left\{C(y) \frac{d \theta}{d y}\right\}=-\omega^{2} x(y) \theta(y) \cdot \ldots \quad \ldots \quad . . \tag{2.8}
\end{equation*}
$$

This may be written as the pair of equations:

$$
\begin{array}{rlllllll}
\frac{d T}{d y} & =-\omega^{2} x(y) \theta(y) & \ldots & \ldots & \ldots & \ldots & \ldots & . . \\
C(y) \frac{d \theta}{d y} & =T(y), \quad . \quad & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \tag{2.10}
\end{array}
$$

with the end conditions:

$$
\begin{array}{rlllll}
\theta(y) & =0 \text { at a clamped end } & . . & . . & . . & . \\
T(y) & =0 \text { at a free end. . . }  \tag{2.12}\\
\end{array}
$$

(b) The Integral Equation.
(i) For a cantilever beam in flexure:

$$
\begin{equation*}
z(y)=\omega^{2} \int_{0}^{l} F(y, u) \mu(u) z(u) d u \tag{2.13}
\end{equation*}
$$

This equation incorporates the end conditions. If shear effects are neglected, the flexibility function is given by:

$$
\begin{equation*}
F(y, u)=\int_{0}^{<y, u} \frac{(v-y)(v-u)}{B(v)} d v \tag{2.14}
\end{equation*}
$$

where the upper limit is the smaller of $y$ and $u$.
(ii) For a cantilever beam in torsion:

$$
\begin{equation*}
\theta(y)=\omega^{2} \int_{0}^{l} \Phi(y, u) x(u) \theta(u) d u \tag{2.15}
\end{equation*}
$$

where according to the simplified theory the flexibility function is given by:

$$
\begin{equation*}
\Phi(y, u)=\int_{0}^{<u, y} \frac{1}{C(v)} d v \tag{2.16}
\end{equation*}
$$

(iii) For an unsupported structure, the left-hand sides of equations (2.13) and (2.15) must be altered as follows:

$$
\begin{array}{lrlll}
z(y) \text { is replaced by } z(y)-z(0)-y & \psi(0) & . & \ldots & . . \\
\theta(y) \text { is replaced by } \theta(y)-\theta(0), & \ldots & \ldots & \ldots & \ldots(2.18)
\end{array}
$$

where the origin $y=0$ is taken to be one end of the beam.
Further equations are then required. These are obtained by equating the total inertia forces and inertia moments to zero, i.e.,

$$
\begin{array}{lllll}
\int_{0}^{l} \mu(u) z(u) d u=0 & \ldots & \ldots & \ldots & \ldots \\
\int_{0}^{l} \mu(u) u z(u) d u=0 & \ldots & \ldots & \ldots & . \tag{2.20}
\end{array}
$$

for flexure, and

$$
\begin{equation*}
\int_{0}^{2} x(u) \theta(u) d u=0 \quad . \quad . \quad . \quad . \tag{2.21}
\end{equation*}
$$

for torsion.

For a symmetrical beam, the origin $y=0$ should be taken to be the centre of the beam. For example, for a pair of wings with free root, the origin $y=0$ is taken as the wing root. The cases of symmetrical vibration and anti-symmetrical vibration may then be considered separately, and it is only necessary to consider one half of the beam. For symmetrical flexure we write $\psi(0)=0$, and equation (2.20) is discarded, but equation (2.19) must still be satisfied ; for antisymmetrical flexure we write $z(0)=0$ and equation (2.19) is discarded but equation (2.20) satisfied. For symmetrical torsion $\theta(0)$ is retained as an unknown parameter; for antisymmetrical torsion we write $\theta(0)=0$ and discard equation (2.21).
(c) Rayleigh's Equation.

If $\omega^{2} \mathscr{T}=$ maximum kinetic energy and $V=$ maximum potential energy we have:

$$
\omega^{2} \delta \mathscr{T}=\delta V, \quad . . \quad . . \quad . . \quad . . \quad . . \quad . . \quad . .(2.22)
$$

where $\delta \mathscr{T}$ and $\delta V$ are the changes in $\mathscr{T}$ and $V$ respectively due to a small change in mode shape.
For pure flexure, we may write:

$$
\begin{array}{rlllll}
\mathscr{T} & =\frac{1}{2} \int_{0}^{l} \mu(y)\{z(y)\}^{2} d y & . & \ldots & . . & \ldots \\
V & =\frac{1}{2} \int_{0}^{l} B(y)\left\{z^{\prime \prime}(y)\right\}^{2} d y . & . & \ldots & \ldots & \ldots \tag{2.24}
\end{array}
$$

For pure torsion:

$$
\begin{array}{rllllll}
\mathscr{T} & =\frac{1}{2} \int_{0}^{l} x(y)\{\theta(y)\}^{2} d y & \ldots & \ldots & \ldots & \ldots & . \\
V & =\frac{1}{2} \int_{0}^{l} C(y)\left\{\theta^{\prime}(y)\right\}^{2} d y . & & \ldots & \ldots & \ldots & \ldots \tag{2.26}
\end{array}
$$

Functions $z(y)$ or $\theta(y)$ can be found to satisfy these equations (differential, integral or Rayleigh) only for certain characteristic values of $\omega$, which are the natural frequencies of the physical problem; the functions $z(y)$ or $\theta(y)$, which are then found, are the normal modes.

Suppose that $z_{r}(y), z_{s}(y)$ are the normal modes in pure flexure corresponding to the distinct natural frequencies $\omega_{r}, \omega_{s}$ respectively. Then it can be deduced from equation (2.1) that $z_{r}(y)$ and $z_{s}(y)$ are orthogonal with respect to both the mass distribution and the stiffness distribution, that is:

$$
\begin{array}{llll}
\int_{0}^{l} \mu(y) z_{r}(y) z_{s}(y) d y=0 & \ldots & \ldots & \ldots \\
\int_{0}^{l} B(y) z_{r}^{\prime \prime}(y) z_{s}^{\prime \prime}(y) d y=0 . & \ldots & \ldots & \ldots \tag{2.28}
\end{array}
$$

Similarly if $\theta_{r}(y)$ and $\theta_{s}(y)$ are two different normal modes in torsion, they must satisfy the orthogonality relations:

$$
\begin{align*}
& \int_{0}^{l} \varkappa(y) \theta_{r}(y) \theta_{s}(y) d y=0 \tag{2.29}
\end{align*} \quad \ldots \quad . \quad .
$$

An orthogonality relation consistent with these can be derived from the integral equation. For flexure, this is:

$$
\begin{equation*}
\int_{0}^{l} \int_{0}^{l} F(y, u) \mu(u) z_{r}(u) \mu(y) z_{s}(y) d u d y=0 \quad \ldots \quad \ldots \tag{2.31}
\end{equation*}
$$

and for torsion:

$$
\begin{equation*}
\int_{0}^{l} \int_{0}^{l} \Phi(y, u) x(u) \theta_{r}(u) x(y) \theta_{s}(y) d u d y=0 \tag{2.32}
\end{equation*}
$$

The various methods will now be described and discussed, in terms, for convenience, of purely flexural or purely torsional vibrations. (Later, in sections 11 to 13, the application of these methods to more complicated cases will be considered.) The classification of each method is indicated with the heading, as follows: for the type of semi-rigidity assumed, PD denotes the use of point displacements, DF denotes the use of displacement functions: for the type of equation on which the method is based, DE denotes differential equation, IE denotes integral equation, and EM denotes energy method.
3. The Holzer-Myklestad Method ( $\mathrm{PD} / \mathrm{DE}$ ).—A step-by step method of solving the differential equations for pure torsion was introduced by Holzer in 1921, and was extended by Myklestad to the case of flexural vibration.

The beam is divided into a number of segments, and for pure flexure the distributed mass of each segment is replaced by a discrete mass at the centre of gravity of the segment. The points where these masses are situated are numbered consecutively from a free end of the beam, which for definiteness we take to be the right-hand end of the beam.

We let $m_{r}=$ mass at point $r$
$z_{r}=$ vertical displacement at point $r$
$\psi_{r}=$ slope of bending curve at point $r$ (positive when $z_{r-1}>z_{r}>z_{r+1}$ )
$S_{r}=$ shearing force to immediate right of point $\gamma$
$M_{r}=$ bending moment at point $r$
$l_{r}=$ distance between point $r$ and point $r+1$.
We also introduce flexibility coefficients, and for the purpose of defining them, the segment $l_{r}$ is supposed clamped at the point $(r+1)$. Then

$$
\begin{aligned}
f_{r} & =\text { displacement of point } r \text { due to unit load at point } r \\
g_{r} & =\text { slope of bending curve at point } r \text { due to unit load at that point } \\
& =\text { also displacement of point } r \text { due to unit rotary couple at that point } \\
h_{r} & =\text { slope of bending curve at point } r \text { due to unit rotary couple at that point. }
\end{aligned}
$$

The differential equations (2.2) to (2.5) for flexural vibration may now be replaced by the following set of difference equations:

$$
\begin{align*}
& S_{r+1}=S_{r}+m_{r} \omega^{2} Z_{r} \quad . \quad . . \quad . \quad . \quad . \quad .  \tag{3.1}\\
& M_{r+1}=M_{r}+S_{r+1} l_{r} \quad . \quad \text {. .. .. .. .. }  \tag{3.2}\\
& \psi_{r+1}=\psi_{r}-M_{r} h_{r}-S_{r+1} g_{r} \quad . \quad . \quad . \quad . \quad \text {.. }  \tag{3.3}\\
& z_{r+1}=z_{r}-\psi_{r+1} l_{r}-M_{r} g_{r}-S_{r+1} f_{r} . \quad . \quad . \quad . \quad . \tag{3.4}
\end{align*}
$$

At $r=1$, the free end of the beam, we have $S_{1}=M_{1}=0$. A particular value is assumed for the frequency $\omega$, we write $z_{1}=1$ and leave $\psi_{1}$ as an unknown parameter. By using the difference equations for $r=1,2,3$, etc., in turn, we can find the values of $S_{r}, M_{r}, \psi_{r}$ and $z_{r}$ at each point in turn in terms of the unknown $\psi_{x}$ until we arrive at the far end of the beam. At this far end, two end conditions have to be satisfied. For example, if it is a clamped end we must have $z_{n}=\psi_{n}=0$. The value of $\psi_{1}$ can now be determined by satisfying one of these end conditions. The process is now repeated with varying values of $\omega$ until both end conditions are satisfied. The final value of $\omega$ is then a natural frequency of the structure, and the corresponding values of $z_{r}$ determine the modal shape.

The process can be given a physical meaning. For example, for a symmetric beam performing symmetrical flexural oscillations, the conditions to be satisfied at the centre of the beam are $S_{S_{n}}=\psi_{n}=0$. If we have chosen $\psi_{1}$ so that $\psi_{n}=0$, then for an arbitrary value of $\omega$ we have $S_{n}$ not zero, and we may write $2 S_{n}=F \cos \omega t$, where $F \cos \omega t$ is an externally applied force at the beam centre required to maintain the oscillations of frequency $\omega$. This external force becomes zero at the resonance frequency or natural frequency of the structure.

For pure torsion, each segment of the beam is replaced by a discrete polar moment of inertia $J_{r}$.
If $\quad T_{r}=$ torque to immediate right of point $r$
$\theta_{\gamma}=$ angle of twist at point $r$
$\phi_{r}=$ twist at point $r$ due to unit torsional couple at that point with segment clamped at point $(r+1)$,
the difference equations are:

$$
\begin{array}{lllllll}
T_{r+1}=T_{r}+\omega^{2} J_{r} \theta & \ldots & . . & . & . & . . & . \\
\theta_{r+1}=\theta_{r}-\phi_{r} T_{r+1} . & \ldots & \ldots & \ldots & \ldots & \ldots & . \tag{3.6}
\end{array}
$$

The procedure is similar in principle to that for pure flexure, but it is simpler since there are only two equations in each set of difference equations, and there is no parameter such as $\psi_{1}$ which must be kept unknown during the step-by-step process.

The method will determine overtone modes and frequencies as well as the fundamental without the necessity of determining the fundamental mode and frequency first. The accuracy, however, becomes worse as the overtone order increases; for reasonable accuracy there should be at least four times as many segments as there are frequencies required.
4. The Stodola Method (PD/DE).-In the Stodola method the differential equations are solved by iterative integration.

For a cantilever beam performing flexural oscillations, the following equations may be derived from the differential equations (2.2) to (2.5) and constitute one stage of the iterative process.

$$
\begin{align*}
& S_{r}(y)=\int_{y}^{l} \mu(u) z_{r-1}(u) d u \quad . \quad . \quad . \quad . \quad . .  \tag{4.1}\\
& M_{r}(y)=\int_{y}^{l} S_{r}(u) d u \quad . \quad . \quad . \quad . \quad . \quad .  \tag{4.2}\\
& \psi_{r}(y)=\int_{0}^{y} \frac{M_{r}(u)}{B(u)} d u \quad . \quad . \quad . \quad . \quad . \quad . \quad .  \tag{4.3}\\
& z_{v}(y)=\int_{0}^{y} \psi_{r}(u) d u \quad . \quad . \quad . \quad . \quad . \quad . \quad .  \tag{4.4}\\
& \omega_{r}^{2} z_{r}(l)=z_{r-1}(l), \quad . \quad . \quad . \quad . \quad . \quad . \quad \text {.. } \tag{4.5}
\end{align*}
$$

where $S_{r}(y)$, etc., are the approximations to $S(y)$, etc., obtained during the $\gamma$ th iteration; the cantilever is clamped at the point $y=0$ and $y=l$ is the free end.

The factor $\omega^{2}$ has been dropped in equation (4.1) ; this is permissible since the mode shapes $z(y)$ can be determined only to within a constant factor. The quantities $S_{r}(y), M_{r}(y), \psi_{r}(y)$ are now consistent with $z_{r}(y)$ as regards absolute magnitude but not with $z_{r-1}(y)$. The dropping of the factor $\omega^{2}$ in equation (4.1) is compensated by equation (4.5), where $z_{r}(l)$ is chosen as a measure of the absolute magnitude of $z_{r}(y)$.

A shape is assumed for $z_{0}(y)$; the integrations in equations (4.1) to (4.4) are then performed, and $\omega_{\gamma}$ determined from equation (4.5), for $r=1,2,3$, etc., in turn. The process is repeated until two consecutive shapes $z_{r}(y)$ (say $z_{N}(y)$ and $z_{N+1}(y)$ ) agree to the required accuracy. This is then the fundamental mode and $\omega_{N}$ is the fundamental frequency.

Since the integrations will have to be performed numerically, the mode shape $z_{r}(y)$ will have to be specified at a finite number of points, and the quantities $S_{r}(y), M_{v}(y), \psi_{r}(y)$ determined at a finite number of points. The simplest method is to specify $z_{r}(y), M_{r}(y)$ at equidistant points $y=\frac{1}{2} a, 3 a / 2, \ldots\left(n-\frac{1}{2}\right) a$, where $n a=l$, and to specify $S_{r}(y)$ and $\psi_{r}(y)$ at the intermediate points $y=a, 2 a, \ldots n a$. The integrations may then be replaced by simple summations, giving:

$$
\begin{equation*}
S_{r}(k a)=\sum_{s=k}^{n-1} m_{s} z_{r-1}\left[\left(s+\frac{1}{2}\right) a\right] . \quad . \quad . . \quad . \quad . \tag{4.6}
\end{equation*}
$$

where either

$$
m_{s}=\int_{s a}^{(s+1) a} \mu(y) d y
$$

or

$$
\begin{align*}
& m_{s}=a_{\mu}\left[\left(s+\frac{1}{2}\right) a\right] \\
& M_{r}\left[\left(k-\frac{1}{2}\right) a\right]=a \sum_{s=k}^{n-1} S_{r}(k a) \quad . \quad . \quad . \quad . \quad \text {.. .. }  \tag{4.7}\\
& \psi_{r}(k a)=a \sum_{s=1}^{k} \frac{M_{n}\left[\left(s-\frac{1}{2}\right) a\right]}{B\left[\left(s-\frac{1}{2}\right) a\right]}  \tag{4.8}\\
& z_{r}\left[\left(k+\frac{1}{2}\right) a\right]=a \sum_{s=1}^{k} \psi_{r}(s a) . \tag{4.9}
\end{align*}
$$

Other methods of numerical integration, such as Simpson's rule, may also be used.
For beams with other end conditions an unknown parameter must be added to one or more of equations (4.1) to (4.4). This parameter is kept as an unknown during each iteration cycle and its value is determined from one of the end conditions at the end of the cycle.

The overtone modes may be found in turn by the above process if at the end of each iteration cycle the derived mode shape $z_{r}(y)$ is modified by adding to it multiples of each of the lower modes in such a way that the modified mode shape is orthogonal to all the lower modes. The process becomes increasingly laborious as the order of the overtone increases; a limit to the number of overtone modes and frequencies which can be accurately determined is set by the number of integration stations used.
5. Solution of Integral Equations by Numerical Integration and Collocation (PD/IE).-For a cantilever beam in flexure:

$$
\begin{equation*}
z(y)=\omega^{2} \int_{0}^{l} F(u, y) \mu(u) z(u) d u . \quad . \quad . \quad . \quad . \tag{5.1}
\end{equation*}
$$

We can derive from this equation an iteration sequence in the same way as for the Stodola method. However, since it will be impossible in practice to perform the iterations exactly, the method reduces to one using numerical integration and collocation. This replaces the integral equations by a matrix equation, which need not necessarily be solved by iteration, although the iteration method is usually the most convenient.

The collocation points will coincide with the points at which the integrands are evaluated for use in the integration formulae. Let these points be the points $y=y_{r}$ and let $\mu\left(y_{r}\right)=\mu_{r}$, etc., and $F\left(y_{r}, y_{s}\right)=F_{r s}$.

If the numerical integration multipliers are denoted by $\alpha_{r}$, equation (5.1) reduces to:

$$
\begin{equation*}
z_{r}=\omega^{2} \sum_{s=1}^{n} F_{r s} \alpha_{s} \mu_{s} z_{s} \ldots \tag{5.2}
\end{equation*}
$$

We now introduce the following matrices:

$$
\begin{aligned}
m & =\text { diagonal matrix whose } s \text { th diagonal term is } \alpha_{s} \mu_{s} \\
F & =\text { square symmetric matrix }\left[F_{r s}\right] \\
z & =\text { column matrix }\left[z_{r}\right] .
\end{aligned}
$$

Then equation (5.2) may be written in the matrix form:

$$
\begin{equation*}
\omega^{2} F m z=z . . \quad . \quad . \quad . \quad . . \quad \text {.. .. } \tag{5.3}
\end{equation*}
$$

Owing to the discontinuity in the third derivative of the flexibility function $F(y, u)$ at the point $y=u$, and possible discontinuities in the mass and stiffness distributions, there is no advantage in using integration formulae of higher order than Simpson's rule. For torsional vibrations the flexibility function has a discontinuity in its first derivative, and only the trapezoidal or summation rules can conveniently be used.
6. The Morris Discrete Mass Method (PD/IE).-A particular case of the last method described is the discrete mass method, as devised independently by a number of writers and as developed in England by J. Morris, and is the simplest method to apply in practice. For pure flexure, the system is divided into a number of segments and the mass of each segment concentrated at its centre of gravity, so that the system is replaced by a weightless beam carrying discrete masses $m_{r}$ at a distance $y_{r}$ from the root. If the integral equation (5.1) is applied to this system of discrete masses, we at once obtain an equation similar to (5.2), namely:

$$
\begin{equation*}
z_{r}=\omega^{2} \sum_{s=1}^{m} F_{r s} m_{s} z_{s} . \quad \ldots \quad \ldots \quad \ldots \tag{6.1}
\end{equation*}
$$

This equation can be obtained by physical reasoning. The flexibility coefficient is defined as the displacement at point $y_{r}$ due to unit load at the point $y_{s}$, the root being presumed encastré. When the beam is vibrating, the inertia load at point $y_{s}$ is $m_{s} \omega^{2} y_{s}$, so that by equating the product of flexibility times load, summed over the beam, to displacement, equation (6.1) is obtained at once. This equation leads to the matrix equation:

$$
\begin{equation*}
z=\omega^{2} F m z, \quad . . \quad . \quad . \quad . \quad . \quad . \tag{6.2}
\end{equation*}
$$

identical in form to equation (5.3) in the collocation method, where $m$ is now a diagonal matrix with $s$ th diagonal element $m_{s}$.
The most convenient method of solving this matrix equation is by iteration. Use must be made of the orthogonal property of the modes in determining the overtone modes and frequencies; this is the matrix equivalent of equation (2.27). Although the work this involves increases with overtone order, there is the compensating advantage that the order of the matrix equation is reduced at each stage. In going from each mode to the one next higher, approximately one significant figure is lost. The lower modes must therefore be evaluated to a large number of significant figures. This loss of accuracy is a feature of most methods of solution of the matrix equation.

The methods that have so far been mentioned all suffer from the defects inherent in replacing the structure by a discrete mass system. Duncan has shown by considering the torsion of a uniform cantilever that the error in the frequency obtained by means of the discrete mass method is inversely proportional to the square of the number of degrees of freedom used. To obtain an accuracy of 1 per cent we must use six times as many degrees of freedom as there are desired
modes. The accuracy for flexure may be a little better. If we decide that an accuracy to within 2 per cent should be aimed at, then at least four times as many degrees of freedom as there are desired modes should be used for either flexure or torsion. In addition to ensuring the accuracy of the frequency, this should give a sufficiently large number of ordinates to determine the mode shapes with reasonable accuracy.
7. The Lagrangian or Rayleigh-Ritz Method (DF/EM).-We consider the case of flexure of a beam to illustrate the method, and let the displacement be expressed as a linear combination of assumed functions of the form:

$$
\begin{equation*}
z(y)=\sum_{r=1}^{n} Z_{r}(y) q_{r} \tag{7.1}
\end{equation*}
$$

where $Z_{r}(y)$ are the assumed functions and $q_{r}$ are the generalized co-ordinates.
We can now use the simplified Langrangian equations (or the Rayleigh equations):

$$
\begin{equation*}
\omega^{2} \frac{\partial \mathscr{T}}{\partial q_{r}}=\frac{\partial V}{\partial q_{r}}, \quad . \quad . \quad . \quad . . \quad . \quad . \quad . \tag{7.2}
\end{equation*}
$$

where $\omega^{2} \mathscr{T}=$ maximum kinetic energy, and $V=$ maximum potential energy.
If the expression (7.1) for $z(y)$ is substituted in the equations (2.23) and (2.24) for $\mathscr{T}$ and $V$, and the differentiations with respect to $q_{v}$ then performed, we obtain the matrix equation:

$$
\begin{equation*}
\left[\omega^{2} A-E\right] q=0, . . \quad . \quad . . \quad . . \quad . \quad \text {.. .. .. } \tag{7.3}
\end{equation*}
$$

where $A$ is an inertia matrix with elements:

$$
\begin{equation*}
A_{v s}=\int_{0}^{l} \mu(y) Z_{r}(y) Z_{s}(y) d y, \quad . \quad . . \quad . \quad . \quad . \tag{7.4}
\end{equation*}
$$

and $E$ is an elastic stiffness matrix with elements:

$$
\begin{equation*}
E_{r s}=\int_{0}^{l} B(y) Z_{r}^{\prime \prime}(y) Z_{s}^{\prime \prime}(y) d y \tag{7.5}
\end{equation*}
$$

Since the mass distribution $\mu(y)$ and stiffness distribution $B(y)$ will not in general be expressed as mathematical functions, the coefficients (7.4) and (7.5) will have to be evaluated by using some method of numerical integration; Simpson's rule is the best for this purpose. To keep the errors in this process sufficiently small, the number of integration stations must be at least four times the number of desired modes, and if possible six times as great. This rule is similar to that given for the discrete mass methods of the preceding paragraphs. The order of the matrix equations to give results of a prescribed accuracy will, however, be much less in the Lagrangian method than in the Morris discrete mass method. This reduction in the order of the matrix equation is obtained at the expense of more complicated expressions for evaluating the coefficients of the matrices.

If the order of the matrix equation is not greater than four, the determinant

$$
\begin{equation*}
\left|\omega^{2} A-E\right| \quad . \quad \quad . \quad \text {.. } \quad \text {.. .. .. } \tag{7.6}
\end{equation*}
$$

can be expanded and the resulting equation solved for the frequency $\omega$. If the order of the matrix equation is greater than four, either the iteration method or the escalator method (see Appendix II) can conveniently be used. If the iteration method is used and a cantilever beam is being considered, the first step is to find the reciprocal of the matrix $E$, and then to form the equation:

$$
\begin{equation*}
\omega^{2} E^{-1} A q=q . \quad \text {.. .. .. .. .. .. .. } \tag{7.7}
\end{equation*}
$$

Alternatively, the matrix $E$ may be expressed as the product of a lower triangular matrix and its transpose, that is:

$$
\begin{equation*}
E=L L^{\prime} . \quad . . \quad . . \quad . . \quad . . \quad . . \quad . . \quad . . \quad(7.8) \tag{7.8}
\end{equation*}
$$

If we now write $\bar{q}=L^{\prime} q$, equation (7.7) becomes:

$$
\begin{equation*}
\omega^{2} L^{-1} A\left(L^{-1}\right)^{\prime} \bar{q}=\bar{q} . \quad . . \quad . . \quad . . \quad . . \quad . . \quad \text {.. } \tag{7.9}
\end{equation*}
$$

We thus have to find the reciprocal of a triangular matrix, which is easier than finding the reciprocal of $E$.
The accuracy of the method will depend on the choice of displacement functions $Z_{r}(y)$. It is most desirable that these displacement functions should satisfy not only the boundary conditions at the fixed end of the beam, but also those at the free end. The boundary conditions at the free end are given in the first place as dynamical conditions, but from them can be deduced geometric conditions: there are three different cases, depending on the ratio of flexural rigidity to mass per unit length at the free end.

Duncan has determined sets of displacement functions of polynomial form which satisfy these geometric end conditions (see Appendix I). The first four of these for a blunt-ended beam are shown in Fig. 1. For a uniform beam, accurate results for modes and frequencies can be found by using one more function than there are desired modes. For less ideal bodies, however, it appears that rather more are necessary. Even for a uniform beam, the full accuracy can be obtained only by keeping a large number of figures in the calculations. Figures are lost for the overtone modes ; there is some loss of figures for the generalized co-ordinates $q$, during the solution of the matrix equation and a further loss for the displacements $z$ when the numerical values of the $q_{r}$ are substituted in equation (7.1). This loss of figures would be even greater if the boundary conditions at the free end were not satisfied. The reason for the loss is that the change in shape as we pass from one displacement function to the next is only a slow one. A way of considerably reducing it is to start the calculations not with the Duncan functions themselves but with linear combinations of them. In this new set of functions the first is identical with the first of the Duncan functions. For the second we combine the first two Duncan functions to give a nodal point in roughly the expected place. The third function is a combination of the first three Duncan functions to give two nodes where we expect them to be, and so on. The first three functions derived in this way are shown in Fig. 2.

For a freely supported beam, one or possibly two of the displacement functions must represent the rigid mode displacements of vertical translation or roll or both. The remaining displacement functions may conveniently be taken to be Duncan's displacement functions, or combinations of them ; these satisfy the conditions $Z_{r}(y)=Z_{{ }^{\prime}}(y)=0$ at the point $y=0$, which may be taken to be the end of an asymmetric beam or the centre of a symmetric beam.

In this case the matrix $E$ will have a null row and null column for each rigid mode. Before the matrix equation can be expressed in the form (7.7), as required in the iteration method, the rigid mode co-ordinates will therefore have to be eliminated from the equation. This elimination will not, however, be necessary if the escalator method is used.

Displacement functions of a different kind have been introduced by Rauscher of America. Whereas Duncan's functions do not depend on the particular structure, apart from the end conditions, Rauscher's functions depend on the elastic properties of the structure, and might therefore be expected to give more accurate results.

Rauscher starts by dividing the beam into a number of segments, equal to the number of functions he wants to find, and imagines the loading curve which is typical of any one of the normal modes to be given approximately by a polygon, linear in each segment. This polygonal loading is in turn replaced by the sum of a number of triangular loadings, each triangle extending over two segments, except the tip triangle, which extends over one only (see Fig. 3). Each triangular loading is then considered in turn, and by integrating four times, introducing the stiffness distribution in the process, the displacement produced by the triangular load is obtained.

Since we require only the shape of the deflection curve, the height of the triangle is not in fact specified. The displacements obtained in this way for all the triangular loads then give the displacement functions. The functions found by this process for a uniform beam, with four degrees of freedom considered, are shown in Fig. 4. These functions are more alike than Duncan's functions and the risk of computational inaccuracies is therefore greater, so that it is even more necessary to combine them linearly in the way that has been described above. The second derivatives of the functions will have been found half-way through the integration process, so no disadvantage arises in not having the functions expressed in algebraic form. If there are rapid changes in the mass distribution, a refinement of the functions can be made-instead of triangular loads we take loads which are the product of a triangle and the mass distribution.

What is really done in the construction of the Rauscher functions is to start with a set of arbitrary functions and obtain a set of improved functions by one round of iteration. An alternative way of obtaining functions appropriate to the particular structure considered is to start with a set of simpler algebraic functions, say functions $\eta^{\gamma+1}$, and integrate to obtain improved functions.

A matrix equation identical with that of the Lagrangian method is obtained if the Galerkin method is applied to the differential equation. This is a method of making the mean error in the differential equation a minimum.
8. The Complementary Energy Method (DF/EM).-One disadvantage of the Lagrangian method is that the elastic coefficients depend on the second derivative of the displacement. The displacement functions when combined together can represent the true mode only to within a certain error. Differentiation always increases such errors so that the potential energy in the modes is given less accurately than the kinetic energy.

This differentiation is avoided in the complementary energy method, which was first developed by Grammel and reintroduced by Westergaard and Reissner. The potential energy for flexure is expressed in the form:

$$
\begin{equation*}
V=\frac{1}{2} \int_{0}^{l} \frac{1}{B(y)} M^{2}(y) d y \tag{8.1}
\end{equation*}
$$

where the bending moment $M(y)$ is given by the double integral:

$$
\begin{equation*}
M(y)=\omega^{2} \int_{y}^{l} \int_{v}^{l} \mu(u) z(u) d u d v \tag{8.2}
\end{equation*}
$$

If this form of the potential energy is used in applying Lagrange's equations, we obtain a matrix equation of the form:

$$
\begin{equation*}
\left[A-\omega^{2} K\right] q=0, \ldots \quad . . \quad . \quad . . \quad . \quad . . \quad . \quad \text {.. } \tag{8.3}
\end{equation*}
$$

where the inertia coefficients $A_{\text {ss }}$ are the same as in the Lagrangian method (equation (7.4)) and the elastic coefficients are given by:

$$
\begin{equation*}
K_{r s}=\int_{0}^{l} \frac{1}{B(y)} M_{r}(y) M_{s}(y) d y \tag{8.4}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{r}(y)=\int_{y}^{l} \int_{v}^{l} \mu(u) Z_{r}(u) d u d v . \quad . \quad . . \quad . \quad . \quad . \tag{8.5}
\end{equation*}
$$

In this matrix equation the frequency occurs in conjunction with the elastic matrix, and not with the inertia matrix as in the ordinary Lagrangian method.

If the elastic properties of the beam are expressed in terms of flexibility functions, the expression for the potential energy may be written in a different form by equating it to the work done by the inertia forces. If we express the displacement in the form (2.13), we than have:

$$
\begin{equation*}
V=\frac{1}{2} \omega^{4} \int_{0}^{l} \mu(y) z(y) \int_{0}^{l} F(y, u) \mu(u) z(u) d u d y . \tag{8.6}
\end{equation*}
$$

It follows by differentiation that the coefficients $K_{r s}$ are given by :

$$
\begin{equation*}
K_{r s}=\int_{0}^{l} \mu(y) Z_{r}(y) \int_{0}^{l} F(y, u) \mu(u) Z_{s}(u) d u d y . \tag{8.7}
\end{equation*}
$$

This form of the expression for $K_{r s}$ is particularly convenient when flexibility coefficients have been determined experimentally.

This method gives more accurate frequencies than the Lagrangian method, but it has the disadvantage that more figures must be kept in the calculations to obtain this accuracy. The modes are not noticeably different, but improved mode shapes can be obtained by using the formula:

$$
\begin{align*}
& z^{(\prime)}(y)=\int_{0}^{l} F(y, u) \mu(u) z(u) d u \quad . \quad . \quad . \quad . \quad . \quad .  \tag{8.8}\\
& =\sum_{s=1}^{n} q_{s} \int_{0}^{l} F(y, u) \mu(u) Z_{s}(u) d u, \tag{8.9}
\end{align*}
$$

which is derived from equations (2.13) and (7.1). The integrals under the summation sign will have already been obtained if the elastic coefficients $K_{r s}$ have been determined from equation (8.7), and little additional work is therefore entailed.

The above treatment applies specifically to a cantilever beam, and all the displacement functions must satisfy the condition $Z(y)=Z^{\prime}(y)=0$ at the clamped end. For an unsupported beam additional functions representing the rigid modes are required, but a difficulty now arises in the application of the method.

When the ordinary Lagrangian method is used, the equations obtained by differentiation with respect to the rigid mode co-ordinates are identical with equations (2.19) and (2.20), that is, they are mathematical expressions of the vanishing of the total vertical inertia force and total inertia moment. This will not be the case if the complementary energy method in the above form is used; the results obtained will be incorrect and the following modification is made.

The elastic terms in the equations of motion are now obtained by evaluating the derivatives $\partial V / \partial q_{v}$, which appear in Lagrange's equations, subject to the condition that the total force and moment equations (2.19) and (2.20) be satisfied. This is equivalent to expressing the rigid mode co-ordinates in terms of the remaining generalized co-ordinates by using equations (2.19) and (2.20), and substituting these expressions in the potential energy (8.1) or (8.6) before performing the partial differentiation.

A matrix equation identical with that of the complementary energy method is obtained if the Galerkin method is applied to the integral equation, making the mean error in the equation a minimum.
9. Collocation with Assumed Modes (DF/IE).-For flexure, the displacement $z(y)$ is again expressed in the form:

$$
\begin{equation*}
z(y)=\sum_{r=1}^{n} Z_{r}(y) q_{r}, \quad . \quad . \quad . \quad . \quad . \quad . \tag{9.1}
\end{equation*}
$$

where the $Z,(y)$ are the assumed functions.
For a cantilever beam clamped at $y=0$, the functions $Z_{v}(y)$ must satisfy the condition $Z_{r}(0)=Z_{r}^{\prime}(0)=0$. For this case, the expression (9.1) for $z(y)$ is substituted in the integral equation (2.13) ; if the order of integration and summation is interchanged, we obtain:

$$
\begin{equation*}
\sum_{s=1}^{n} Z_{s}(y) q_{s}=\omega^{2} \sum_{s=1}^{n} q_{s} \int_{0}^{l} F(y, u) \mu(u) Z_{s}(u) d u . \quad . \quad \ldots \quad \ldots \tag{9.2}
\end{equation*}
$$

This equation cannot now be satisfied at all points of the beam, but an approximate solution may be obtained by satisfying it at $n$ selected collocation points $y_{1}, y_{2}, \ldots y_{n}$.

If we write:

$$
\begin{array}{cccccccc}
G_{r s}=\int_{0}^{l} F\left(y_{r}, u\right) \mu(u) Z_{s}(u) d u & \ldots & \ldots & \ldots & \ldots \\
Z_{r s}=Z_{s}\left(y_{r}\right) & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \tag{9.4}
\end{array}
$$

and let

$$
\begin{aligned}
G & =n \text {th order square matrix with typical element } G_{r s} \\
Z & =n \text {th order square matrix with typical element } Z_{r s} \\
q & =\text { matrix column }\left\{q_{1}, q_{2}, \ldots q_{n}\right\}
\end{aligned}
$$

we obtain the matrix equation:

$$
\begin{equation*}
\left[\omega^{2} G-Z\right] q=0 \ldots \tag{9.5}
\end{equation*}
$$

In the energy methods described in the last two sections the matrices in the matrix equation are symmetric. In the collocation method, however, the matrices $G$ and $Z$ are not symmetric, and if matrix iteration is used the calculation of the overtone modes and frequencies is a little more troublesome. The accuracy is in general not quite as good as in the energy methods, but may be better if the collocation points happen to have been chosen fortunately.

For an unsupported beam, two of the displacement functions must represent the rigid modes of vertical translation and roll. The modification (2.17) is now made to the left-hand side of the integral equation (2.13) and equation (9.2) is altered accordingly. This equation is now satisfied at only ( $n-2$ ) collocation points, and the deficiency in the number of equations is made up by satisfying equations (2.19) and (2.20) which equate the total inertia force and total inertia moment to zero. A matrix equation of similar form to equation (9.5) is again obtained, but the matrix corresponding to $Z$ has two null rows and two null columns.
10. Numerical Example Comparing the Various Methods.-The following results for the flexural modes of a tapered beam of constant width, with depth at the tip one fifth of the depth at the root, are taken from a report by Siddall and Isakson ${ }^{1}$.

|  | Method |  |  |  |  | Modes | Degrees of freedom | Per cent error in frequency |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | 1st | 2nd | 3 rd |
| Lagrange | $\cdots$ | $\cdots$ |  | .. | . | Duncan | $\left\{\begin{array}{l}2 \\ 3\end{array}\right.$ | + $2 \cdot 4$ $+\quad 0 \cdot 45$ | + $42 \cdot 0$ $+\quad 9 \cdot 3$ | $+66 \cdot 2$ |
| Complementary energy | . | . | . | . | . | Duncan | $\left\{\begin{array}{l}2 \\ 3\end{array}\right.$ | $-\quad 0.05$ $-\quad 0.09$ | $\begin{array}{ll} + & 4 \cdot 3 \\ - & 0.65 \end{array}$ | $-12 \cdot 2$ |
| Complementary energy | $\cdots$ | . | . | . | . | Rauscher | 2 | - 0.09 | $-1.8$ |  |
| Discrete mass . . |  |  | . | . | . | - | 5 | $-0.09$ | + 2.82 |  |
| Myklestad .. .. |  | $\cdots$ | $\cdots$ | . | . | - | 11 | - 0.02 | + 0.69 |  |

If an accuracy to within 2 per cent is our objective, then the first line shows that the Lagrangian method with two of Duncan's functions almost gives this accuracy for the fundamental frequency. For the first overtone frequency, however, at least four of Duncan's functions would be required; if we make the reasonable assumption that the errors in this frequency with increasing number
of functions form a geometric sequence*, then four functions would be sufficient to give an error of not more than 2 per cent. This suggests that the Lagrangian method in conjunction with Duncan's functions will give sufficiently accurate results if the number of assumed functions is two greater than the number of desired modes. If Duncan's modes are used in the complementary energy method we see that the number of frequencies given accurately is one less than the number of assumed modes. If the modes are replaced by Rauscher's modes, there is a further improve-ment--two frequencies are given to within an accuracy of 2 per cent when only two displacement functions are used.

For the Morris discrete mass method, however, even with five masses the second frequency is nearly 3 per cent in error. The Myklestad method will give errors which are very little different from those of the Morris discrete mass method; with 11 masses the first two frequencies have errors almost the same as the complementary energy method using three of Duncan's functions.

One point which may be noted is that while the error in the Lagrangian method is always positive (that is, the calculated frequencies are too high), the error in the complementary energy method may be positive or negative.

The mode shapes for the fundamental mode are quite good in every case. Fig. 5 shows the shape of the first overtone mode when two degrees of freedom are used, compared with the exact mode shape. The Rauscher functions give a better mode shape than do Duncan's functions; there is little difference between the Lagrangian and complementary energy methods, but the mode shape obtained by the latter method can be improved by integration, as has been indicated above. There is then little difference between the mode obtained and the true mode in this particular case.

The best method to be used for a particular problem will depend on the calculating aids available. If desk machines are used, it is recommended by the author that in general the Lagrangian method should be used in conjunction with displacement functions of the Rauscher type, but if the flexibility function is known for the system the complementary energy method with Duncan's modes should be used, as in this case the modes can be improved without difficulty. This would enable a given accuracy to be obtained with the minimum number of degrees of freedom. This saving of work is offset by the increased work involved in setting up the matrix equations as compared with the Lagrangian method in terms of Duncan's displacement functions, and especially compared with the discrete mass methods. In addition, greater care is needed to avoid computational errors. However, the reduction in the order of the matrix equation is the most important consideration, and in all probability there is a saving of effort.

If a digital computer were available, however, it would be important to keep the programming as simple as possible even though the number of degrees of freedom was relatively large. Since standard sub-programmes exist for the manipulation of matrices, the Morris discrete mass method would be the best method to use.

One method which has not been mentioned is a method devised by Duncan based on Lagrange's equations which makes use of the orthogonal properties of the modes in such a way that only two degrees of freedom need be considered at any stage of the calculation, whichever mode is being evaluated. The solution of the matrix equation is therefore quite simple, and the method is well suited for desk-machine calculation. There is an accumulation of error as the overtone order increases, additional to that in the ordinary Lagrangian method, but when applied to a uniform beam good accuracy is obtained for the first three frequencies.
11. Coupled Flexure-Torsion.-When the coupling between flexure and torsion has to be taken into account, some assumption has to be made about a flexural axis. Suppose that some line can be found in the structure such that a couple applied at any point about the tangent to the

[^1]line produces no flexural curvature of the line at that point. If this line (the locus of flexural centres) is straight and normal to the line of clamping at the root (normal to the centre-line for an aircraft wing), the line is termed a flexural axis.

The basic equations of section 2 need some modification for this case.
(a) Differential Equations.-Equations (2.1) and (2.8) are replaced by the equations:

$$
\begin{align*}
\frac{d^{2}}{d y^{2}}\left\{B(y) \frac{d^{2} z}{d y^{2}}\right\} & =\omega^{2}\{\mu(y) z(y)+\xi(y) \theta(y)\},  \tag{11.1}\\
\frac{d}{d y}\left\{C(y) \frac{d \theta}{d y}\right\} & =-\omega^{2}\{\xi(y) z(y)+\kappa(y) \theta(y)\}, \ldots  \tag{11.2}\\
\ldots & \ldots \\
\ldots & \ldots
\end{align*}
$$

where $\xi(y)=$ mass moment about flexural axis per unit length.
These equations must now be considered as a pair instead of separately.
Similarly, equations (2.2) and (2.9) are replaced by the equations:

$$
\begin{array}{lllll}
\frac{d S}{d y}=-\omega^{2}\{\mu(y) z(y)+\xi(y) \theta(y)\}, & \ldots & \ldots & \ldots & \ldots \\
\frac{d T}{d y}=-\omega^{2}\{\xi(y) z(y)+x(y) \theta(y)\} . & \ldots & \ldots & \ldots & \ldots \tag{11.4}
\end{array}
$$

Equations (2.3) to (2.5) and (2.10) remain unaltered.
(b) The Integral Equation.-Equations (2.13) and (2.15) are replaced by the pair of equations:

$$
\begin{align*}
& z(y)=\omega^{2} \int_{0}^{l} F(y, u)\{\mu(u) z(u)+\xi(u) \theta(u)\} d u  \tag{11.5}\\
& \theta(y)=\omega^{2} \int_{0}^{l} \Phi(y, u)\{\xi(u) z(u)+x(u) \theta(u)\} d u \tag{11.6}
\end{align*}
$$

If a straight flexural axis in the above sense does not exist, a more general form of these equations may be used, provided that sections normal to the beam may still be assumed not to distort. We can then write:

$$
\begin{align*}
z(y)= & \omega^{2} \int_{0}^{l} F(y, u)\{\mu(u) z(u)+\xi(u) \theta(u)\} d u \\
& +\omega^{2} \int_{0}^{l} \Psi(y, u)\{\xi(u) z(u)+x(u) \theta(u)\} d u, \ldots  \tag{11.7}\\
\theta(y)= & \omega^{2} \int_{0}^{l} \Psi(u, y)\{\mu(u) z(u)+\xi(u) \theta(u)\} d u \\
& +\omega^{2} \int_{0}^{l} \Phi(y, u)\{\xi(u) z(u)+x(u) \theta(u)\} d u, \ldots \tag{11.8}
\end{align*}
$$

where the axis of $y$ is now taken as any convenient axis along the length of the structure, and the new influence function is defined as:
$\Psi(y, u)=$ displacement at point $y$ on axis due to unit torsional couple at point $u$
$\Psi(u, y)=$ angle of twist at section $y$ due to unit load at point $u$ on axis.
The functions $F(y, u)$ and $\Phi(y, u)$ have the same physical meaning as before except that they are referred to the reference axis instead of to the flexural axis. They will not now, however, be defined by equations (2.14) and (2.16). The three functions $F, \Phi$ and $\Psi$ could be measured experimentally, and can in principle take account of the shear effects.

Equations (2.19) to (2.21), which express the fact that the total inertia force and moments are zero, are replaced by the equations:

$$
\left.\begin{array}{l}
\int_{0}^{l}\{\mu(u) z(u)+\xi(u) \theta(u)\} d u=0, \\
\ldots \\
\ldots  \tag{11.11}\\
\ldots \\
\int_{0}^{l}\{\mu(u) z(u)+\xi(u) \theta(u)\} u d u=0, \\
\\
\int_{0}^{l}\{\xi(u) z(u)+x(u) \theta(u)\} d u=0 . \\
\ldots
\end{array}\right) . . . . \quad . .
$$

These equations apply whether the axis of $y$ is the flexural axis or not.
(c) Rayleigh's Equations.-The expressions (2.23) and (2.25) for $\mathscr{T}$ are now replaced by the single equation:

$$
\begin{equation*}
\mathscr{T}=\frac{1}{2} \int_{0}^{l}\left\{\mu(y) z^{2}(y)+2 \xi(y) z(y) \theta(y)+x(y) \theta^{2}(y)\right\} d y, \ldots \tag{11.12}
\end{equation*}
$$

and the expressions (2.24) and (2.26) for $V$ are replaced by the single equation:

$$
\begin{equation*}
V=\frac{1}{2} \int_{0}^{l}\left\{B(y)\left(\frac{d^{2} z}{d y^{2}}\right)^{2}+C(y)\left(\frac{d \theta}{d y}\right)^{2}\right\} d y . \tag{11.13}
\end{equation*}
$$

The methods described in the previous sections can now readily be generalized by using the above equations. In the discrete mass methods the system is replaced by a weightless beam carrying discrete masses and moments of inertia at the end of a finite number of transverse rigid arms. In the Myklestad method six difference equations have now to be considered together, equations (3.1) and (3.5) being suitably modified. Two unknowns $\theta_{1}$ and $\psi_{1}$, instead of only one, have to be carried through each stage of the work and determined by the boundary conditions at the far end. Similarly in the Stodola method a set of six integrals has to be considered at each iteration step. In the collocation and Morris discrete mass methods, equations (5.2) and (6.1) are replaced by a pair of summation equations, and the matrix equation corresponding to (5.3) or (6.2) can be readily derived.

In the methods using displacement functions we express the flexural and torsional displacements by the pair of equations:

$$
\begin{array}{llllllll}
z(y)=\sum_{s=1}^{n} Z_{s}(y) q_{s}, & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & . \\
\theta(y)=\sum_{s=1}^{n} \Theta_{s}(y) \chi_{s}, & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \tag{11.15}
\end{array}
$$

where $Z_{s}(y), \Theta_{s}(y)$ are the flexural and torsional displacement functions respectively, and $q_{s}$, $\chi_{s}$ the corresponding generalized co-ordinates. The number of flexural freedoms $n$ and torsional freedoms $\nu$ must be the same in the collocation method, but can be different in the energy methods. The resulting matrix equation can be written in partitioned form, the partition lines dividing each matrix into four sub-matrices of which the two diagonal sub-matrices are pure flexure and pure torsion matrices and the two remaining sub-matrices contain the coupling terms. In the matrices corresponding to $Z$ of the collocation method and $E$ of the Lagrangian method, the coupling sub-matrices are null, but in the complementary energy method there are no zero elements.

It may sometimes be convenient to take assumed modes each of which are partly flexural and partly torsional. Then instead of (11.14) and (11.15) we write:

$$
\begin{array}{lllllllll}
z(y) & =\sum_{s=1}^{2 n} Z_{s}(y) q_{s}, & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\theta(y) & =\sum_{s=1}^{n_{n} n} \Theta_{s}(y) q_{s}, & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \tag{11.17}
\end{array}
$$

so that the motion in each degree of freedon $q_{s}$ is represented by the pair of displacement functions $Z_{s}(y)$ and $\theta_{s}(y)$. When these equations are used, the expressions for the elements of the matrices in the matrix equation are more complicated than when the simpler equations (11.14) and (11.15) are used. A particular case when equations (11.16) and (11.17) would be appropriate is when the normal modes of a structure have been found and the normal modes of the structure after some modification of it are required. The normal modes of the original structure could then conveniently be used as assumed modes in the calculations.
12. Complex Structures.-Except for the integral equation in the form (11.7) and (11.8), the discussion of the last section assumed that there will be a straight flexural axis, but in general this will not be the case. If we consider a swept-back wing, the locus of flexural centres may be straight for most of the span, but it will certainly be curved near the wing root and will meet the centre-line at right angles (see Fig. 6). In dealing with such a wing the simplest approximation is to assume that the root triangle ABC is rigid. A better approximation is to assume a shape for the deflection of the curved part of the line of flexural centres, say parabolic. If the line AC and all other lines radiating from A in the root triangle are assumed to remain rigid, the motion of all points in the triangular area is prescribed. Flexural and torsional displacement functions may then be assumed relative to the root triangle for the remainder of the structure and theequations of motion set up.

In the more general case, where the locus of flexural centres is everywhere curved, it may be possible to approximate to it by a polygonal curve. Each straight part of the polygon is treated. separately and certain continuity relations satisfied at the junction of consecutive parts. However, it is possible to treat the problem properly in this case only if flexibility coefficients. are known at various points over the surface, and the same applies if the distortion of chordwise sections is not sufficiently small, as may be the case for wings of small aspect ratio. In this case the motion of the wing is described not by a combination of flexure and torsion but by the displacement of points over the whole wing area. The integral equation may then be written:

$$
\begin{equation*}
z(x, y)=\omega^{2} \iint F(x, y: u, v) \rho(u, v) z(u, v) d u d v, \quad \ldots \quad \ldots \tag{12.1}
\end{equation*}
$$

where $\rho(x, y)=$ mass per unit area

$$
\begin{aligned}
F(x, y ; u, v) & =\text { deflection at point }(x, y) \text { due to unit load at point }(u, v) \\
& =F(u, v ; x, y)
\end{aligned}
$$

This equation could be solved by the Morris discrete mass method, collocation with assumed modes or the complementary energy method. The discrete mass method would be the simplest in practice. The wing surface is divided into a number of small areas and the mass in each area is concentrated at its centre of gravity. The matrix equation for frequency and displacement can then be set up in a way similar to that for a simple beam. Flexibility coefficients are required for each of these centres of gravity, giving the deflection at one centre of gravity due to unit load at each of the others in turn. D. Williams ${ }^{93}$ has developed a method suitable for a digital computer by means of which these flexibility coefficients can be calculated.

Displacement functions for wings of this general type for use in either the collocation or complementary energy methods can be obtained by a generalization of Rauscher's method. Fig. 7 shows a delta wing divided into squares (the number of chordwise areas shown are probably more than are necessary). Instead of obtaining the deflections due to a triangular load, we must now consider a pyramid load covering four adjacent squares with apex at the common point of the squares, and determine the deflected shape of the wing under such a load.
13. Complete Aircraft.-When the frequencies and modes of a complete aircraft are required, a convenient method is first to obtain separately by a matrix method the frequencies and modes. of the wings encastre at the root and of the fuselage-tail combination encastré at its junction
with the wing. The equation for the complete system may then be written in the partitioned matrix form :

$$
\left[\begin{array}{ccc}
W, & 0, & \alpha  \tag{13.1}\\
0, & F, & \beta \\
\alpha^{\prime} & \beta^{\prime} & R
\end{array}\right] \quad\left[\begin{array}{l}
q_{w} \\
q_{f} \\
q_{r}
\end{array}\right]=0
$$

where the matrices $W, F$ and $R$ represent the wing, fuselage-tail combination and rigid mode terms respectively. The rigid freedoms will be vertical translation and pitch for symmetric motion, and roll, lateral displacement and yaw for antisymmetric motion. The matrices $\alpha$ and $\beta$ represent the coupling terms arising from the rigid freedoms. We first consider one rigid freedom only which is represented by one row and one column of the matrix in (13.1). Then from the known solutions of the fixed root equations:

$$
\begin{equation*}
W q_{w}=0, \quad F q_{f}=0, \quad . . \quad . . \quad . . \tag{13.2}
\end{equation*}
$$

we can by using the escalator method (see Appendix II) obtain an equation for frequency in the form:

$$
\begin{equation*}
\sum_{i} \frac{a_{i}-b_{i} \lambda}{c_{i}-d_{i} \lambda}=e-f \lambda, \quad . . \quad . \quad . \quad . \quad . \tag{13.3}
\end{equation*}
$$

where $\lambda=1 / \omega^{2}$. This equation can be solved for $\lambda$ by a method of successive approximations, and the elements of the column matrices $q_{w}, q_{f}$ and $q_{v}$ are then obtained from expressions of similar form to the left-hand side of the equation. A second rigid freedom is now added and an equation of the form (13.3) is again used, where the quantities $a$ to $f$ now depend on the solution with one rigid freedom. If there are three rigid freedoms, the process is again repeated.

The escalator method is equivalent to setting up a new matrix equation in terms of the fixed root modes of the wing and the fuselage-tail combination which have already been determined, but the method does this systematically and one does not have to think of it consciously.

The escalator method cannot, however, be used if the complementary energy method is used to set up the matrix equation. This is because of the difficulty introduced by the rigid freedoms mentioned at the end of section 8. When the modified procedure described there is adopted, it is found that the matrices $W$ and $F$ of equation (13.1) are different from the matrices $W$ and $F$ in the fixed root equations (13.2), and in addition equation (13.1) does not contain any null sub-matrices. The best procedure is therefore to use the fixed root modes as new assumed modes in setting up the equations for the complete aircraft, using the ordinary Lagrangian method to do so. The inertia coefficients are readily obtained from differentiation of the kinetic energy, and the elastic terms then follow at once since the fixed root natural frequencies are known. With one rigid mode we then obtain at once an equation of the form (13.3); when further rigid modes are added we can again use the escalator method. This method could also be used if the fixed root modes of the wing and fuselage-tail combination have been obtained by either the Myklestad or the Stodola method.

The procedure described above of calculating the fixed root frequencies and modes first and using these results in obtaining the frequencies and modes of the complete aircraft is certainly advisable if desk machines are used for the calculations. When an electronic computer is used, on the other hand, the saving in calculation time compared with that required to solve equation (13.1) directly would probably be insufficient to compensate for the complication in the programming. Even in this case, however, it might still be advisable to adopt the above procedure, for there are grounds for believing that the fixed root modes are better suited for use in flutter calculations than are those of the complete aircraft. The modes of the complete aircraft would still have to be calculated, for it is only by a subsequent comparison of them with the resonancetest modes that the calculations could be checked.

## NOTATION

```
            A=[A/s] Square matrix of inertia coefficients
        B(y) Flexural rigidity, or flexural stiffness per unit length. Young's modulus times second moment of area of section about neutral axis
\(C(y) \quad\) Torsional rigidity, or torsional stiffness per unit length
\(E=\left[E_{r s}\right]\) Square matrix of elastic stiffness coefficients
\(F(y, u) \quad\) Flexibility or influence function. Displacement at point \(y\) due to unit load at point \(u\)
\(F_{r s}=F\left(y_{r}, y_{s}\right)\) Flexibility coefficient
\(F=\left[F_{r s}\right]\) Square matrix of flexibility coefficients
\(F(x, y ; u, v) \quad\) Displacement at point \((x, y)\) due to unit load at point \((u, v)\)
\(f_{r} \quad\) Flexibility coefficient for flexure of \(r\) th segment of beam (displacement due to unit load)
\(G=\left[G_{r s}\right]\) Square matrix of coefficients for method of collocation with assumed modes
\(g_{r} \quad\) Flexibility coefficient for flexure of \(r\) th segment of beam (slope due to unit load)
\(h_{r} \quad\) Flexibility coefficient for flexure of \(r\) th segment of beam (slope due to unit couple)
\(I \quad\) Unit matrix
\(J_{r} \quad\) Polar inertia of \(\gamma\) th segment of beam
\(K=\left[K_{r s}\right]\) Square matrix of elastic coefficients in the complementary energy method (dimensions stiffness divided by frequency \({ }^{4}\) )
\(l\) Length of beam
\(L \quad\) Lower triangular matrix
\(M(y) \quad\) Bending moment at point \(y\)
\(M_{r}=M\left(y_{r}\right)\)
\(M_{r}(y) \quad\) Either \(\gamma\) th iterate to bending moment or bending moment due to loading \(\mu(y) Z_{r}(y)\)
\(m_{r} \quad\) Discrete mass at point \(y_{r}\)
\(m \quad\) Diagonal matrix with elements \(m_{r}\) or \(\alpha_{\gamma} \mu\left(y_{r}\right)\)
\(n \quad\) Number of degrees of freedom
\(q \quad\) Column matrix with elements \(q\),
\(q_{v} \quad\) Generalized co-ordinate associated with \(\gamma\) th degree of freedom
\(S(y) \quad\) Shearing force at point \(y\)
\(S_{r}(y) \quad r\) th iterate to shearing force
\(T(y) \quad\) Torque at point \(y\)
\(\mathscr{T} \quad\left(1 / \omega^{2}\right)\) times maximum kinetic energy
\(u, v \quad\) Integration variables
```


## NOTATION-continued

$V \quad$ Maximum potential energy
$x \quad$ Transverse co-ordinate
$y \quad$ Co-ordinate along length of beam
$z(y) \quad$ Vertical displacement of beam at point $y$
$z_{r}=z\left(y_{r}\right)$
$z \quad$ Column matrix with elements $z_{r}$
$z_{r}(y) \quad$ Either flexural displacement in $r$ th normal mode or $r$ th iterate to the
flexural displacement
$Z_{r}(y) \quad$ Displacement function for flexure
$Z_{r s}=Z_{s}\left(y_{r}\right)$
$Z \quad$ Square matrix $\left[Z_{r s}\right.$ ]
$\alpha_{r} \quad$ Numerical integration constant
$\eta=y / k$
$\theta(y) \quad$ Torsional displacement
$\theta_{r}=\theta\left(y_{r}\right)$
$\theta_{r}(y) \quad$ Torsional displacement in $r$ th normal mode
$\Theta_{r}(y) \quad$ Displacement function for torsion
$x(y) \quad$ Moment of inertia about reference axis per unit length
$\lambda=1 / \omega^{2}$
$\mu(y) \quad$ Mass per unit length
$\nu \quad$ Number of torsional degrees of freedom
$\xi(y) \quad$ Mass moment about reference axis per unit length
$\rho(x, y) \quad$ Mass per unit area
$\Phi(y, u) \quad$ Flexibility function for torsion.
Twist at point $y$ due to unit torque at point $u$
$\phi_{r} \quad$ Flexibility coefficient for torsion of $\gamma$ th segment of beam (twist due to unit
torque)
$\Psi(y, u) \quad$ Function of coupling flexibilities.
Displacement at point $y$ due to unit torque at point $u$
$\omega \quad$ Frequency of vibration in radians per second
$\omega_{r} \quad$ Either $r$ th natural frequency or $\gamma$ th iterate to the frequency
A superscript dash denotes the derivative of a function or the transpose of a matrix.
The origin $y=0$ is taken to be the clamped end of a cantilever beam, one free end of an
asymmetric unsupported beam, and the centre of a symmetric unsupported beam.
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## APPENDIX I

Duncan's displacement functions
(a) Flexure of Cantilever Beam.
(i) $(l-y) \mu(y) / B(y) \rightarrow 0$ as $y \rightarrow l$; no concentrated mass at tip $y=l$.

$$
Z_{r}(y)=\left\{(r+2)(r+3) \eta^{\gamma+1}-2 r(r+3) \eta^{\gamma+2}+r(r+1) \eta^{r+3}\right\} / 6
$$

where $\eta=y / l$.
(ii) For beam as in (i) except that there is a concentrated mass at the tip but no discrete rolling inertia; or for a beam without discrete rolling inertia at tip such that:

$$
\left.\begin{array}{l}
(l-y) \mu(y) / B(y) \text { is not zero } \\
(l-y)^{2} \mu(y) / B(y)=0
\end{array}\right\} \text { for } y=l
$$

(iii) For any beam which has a discrete mass and rolling inertia at the tip, or which is such that

$$
\begin{aligned}
& (l-y)^{2} \mu(y) / B(y) \text { is not zero for } y=l \\
& Z_{r}(y)=\eta^{r+1}
\end{aligned}
$$

(b) Torsion of Cantilever.
(i) No discrete polar moment of inertia at tip:

$$
\Theta_{r}(y)=(r+1) \eta^{\eta}-\eta \eta^{q+1}
$$

Discontinuous function for isolated loads at $\eta=P$ :

$$
\begin{aligned}
\Theta_{0}(y) & =\eta & & 0 \leqslant \eta \leqslant P \\
& =P & & P \leqslant \eta \leqslant 1 .
\end{aligned}
$$

(ii) Discrete polar moment of inertia at tip:

$$
\Theta_{r}(y)=\eta^{r} .
$$

## APPENDIX II

## The escalator method

Suppose that the equations:

$$
\begin{array}{rlllllll}
{[A-B \lambda] x=0} & . . & . . & . . & . & . & . & (1) \\
\bar{x}[A-B \lambda]=0 & \ldots & . & . & . & . . & . . & (2)
\end{array}
$$

where $A$ and $B$ are square matrices of order $(n-1)$ and $\lambda$ is scalar, have been solved to give the $(n-1)$ roots $\lambda_{1}, \lambda_{2}, \ldots \lambda_{n-1}$ and corresponding $n-1$ modal columns $x_{1}, x_{2}, \ldots x_{n-1}$ and $n-1$ modal rows $\bar{x}_{1}, \bar{x}_{2}, \ldots \bar{x}_{n-1}$.

If $A$ and $B$ are both symmetric, then:

$$
\bar{x}_{v}=x_{r}^{\prime}\{r=1 \text { to }(n-1)\} .
$$

Suppose now that we require the solutions of the equation:

$$
\left[\begin{array}{cc}
A-B \lambda, & \alpha  \tag{3}\\
\beta & ,
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=0, \ldots \quad . . \quad . . \quad \cdots \quad . \quad .
$$

## APPENDIX II-continued

where $\alpha$ is a column matrix, $\beta$ is a row matrix and $\gamma$ is a scalar, and $\alpha, \beta$ and $\gamma$ are linear functions of $\lambda$.

Let
and

$$
\begin{aligned}
{\left[x_{1}, x_{2}, \ldots x_{n-1}\right] } & =X \\
\left\{\bar{x}_{1}, \bar{x}_{2}, \ldots \bar{x}_{n-1}\right\} & =\bar{X}
\end{aligned}
$$

so that $X, \bar{X}, \Lambda$ are all square matrices of order $(n-1)$.
Then from equations (1) and (2) we have:

$$
\begin{array}{llllll}
A X=B X A & . & . & . . & . & . \\
\bar{X} A=A \bar{X} B, & . & . & . . & . . & . \tag{5}
\end{array}
$$

whence:

$$
\bar{X} A X=\bar{X} B X . \Lambda=\Lambda \cdot \bar{X} B X
$$

so that $\bar{X} B X=$ diagonal matrix $=D$, say.
Thence:

$$
\begin{equation*}
(\bar{X} B)^{-1}=X D^{-1} . \quad . \quad . \quad . \quad . . \quad . \tag{6}
\end{equation*}
$$

Equation (3) may be written as the pair of equations:

$$
\begin{array}{rllllll}
(A-B \lambda) x+\alpha y=0 & . . & . . & . & . . & . & . \\
\beta x+\gamma y=0 . & \ldots & . & \ldots & . . & . \tag{8}
\end{array}
$$

Pre-multiplying (7) by $\bar{X}$ and using (5), we have:
whence

$$
(\Lambda-\lambda I) \bar{X} B x+\bar{X} \alpha y=0
$$

by virtue of (6).

$$
\begin{equation*}
x=-X D^{-1}(\Lambda-\lambda I)^{-1} \bar{X} \alpha y \quad . \tag{9}
\end{equation*}
$$

Substituting for $x$ in (8), we have:

$$
\begin{equation*}
\beta X D^{-1}(\Lambda-\lambda I)^{-1} \bar{X} \alpha y=\gamma y . \quad . \quad . \quad . \quad . \quad . \tag{10}
\end{equation*}
$$

If we write:

$$
\begin{aligned}
& \bar{X} \alpha=\left\{\bar{P}_{1}, \bar{P}_{2}, \ldots \bar{P}_{n-1}\right\}, \text { a matrix column }, \\
& \beta X=\left[P_{1}, P_{2}, \ldots P_{n-1}\right], \quad \text { a matrix row }
\end{aligned}
$$

where $P_{r}, \bar{P}_{r}$ are linear in $\lambda$, equation (10) may be written:

$$
\begin{equation*}
\sum_{r=1}^{n-1} \frac{P_{r} \bar{P}_{r}}{d_{r}\left(\lambda_{r}-\lambda\right)}=\gamma y \tag{11}
\end{equation*}
$$

where $d_{r}$ are the diagonal elements of $D$. This equation may now be written in the form (13.3).
The values of $\lambda$ which satisfy (3) can now be found from (11) by successive approximations, and the modal column $\{x, y\}$ then found from ( 9 ) ( $y$ may be given the value unity).

By starting with the known solution of a second order matrix equation, successively adding rows and columns and using the above process at each stage, the solution to a matrix equation of any order can be determined.


Fig. 1. Duncan's displacement functions for flexure.


Fig. 2. Linear combinations of Duncan's flexural displacement functions.


Fig. 4. Rauscher's displacement functions for flexure of uniform cantilever.


Fig. 5. First overtone flexural mode of tapered beam. Lagrangian and complementary energy methods compared (two functions used).


Fig. 6. Schematic diagram of swept-back wing.


Fig. 7. Generalization of Rauscher's functions to allow for chordwise flexibility.
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